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Abstract—Vanadium dioxide (VO$_2$) undergoes a thermally induced solid-to-solid phase transition, which can be exploited for actuation purposes. VO$_2$-coated silicon cantilevers demonstrate abrupt curvature changes when their temperature is varied across the phase transition. Unlike the monotonic hysteresis phenomena observed in many other smart materials, the curvature-temperature hysteresis of VO$_2$ actuators is nonmonotonic due to competing mechanisms associated with the material’s phase transition and the different thermal expansion coefficients of the materials that form the bilayered cantilever. Motivated by the underlying physics, a novel model for the nonmonotonic hysteresis that combines a monotonic Preisach hysteresis operator and a quadratic operator is presented. A constrained least-squares scheme is proposed for model identification, and an effective inverse control scheme is presented for hysteresis compensation. For comparison purposes, a Preisach operator with a signed density function and a single-valued polynomial model are considered. Experimental results show that, for a 300-μm-long actuator, the largest modeling errors with the proposed model, the signed Preisach operator, and the polynomial approximation are 46.8, 80.3, and 483 m$^{-1}$, respectively, over the actuated curvature range of $[-104, 1846]$ m$^{-1}$. In addition, both the largest tracking error and root-mean-square error under the proposed inversion scheme are only around 10% of those under the polynomial-based inversion scheme.

Index Terms—Inverse compensation, nonmonotonic hysteresis, phase-transition materials, Preisach operator, vanadium dioxide (VO$_2$).

I. INTRODUCTION

Vanadium dioxide (VO$_2$) is a novel smart material that undergoes a thermally induced solid-to-solid phase transition around 68 °C [1]. During the transition, the material’s crystalline structure changes from a monoclinic phase ($M_1$) at low temperatures to a tetragonal phase (R) at high temperatures, which results in drastic changes in the electrical, mechanical, electromagnetic, and optical properties of the material. These characteristics make VO$_2$ a promising multifunctional material for sensors [2], actuators [3]–[5], and memory applications [6]. The actuation potential of VO$_2$ was not noticed until recently [3]. By coating VO$_2$ on a microstructure (e.g., a silicon cantilever), thermally actuated microbenders can be created, which have shown full reversible actuation, large bending, and high energy density [5], making them particularly suitable for applications such as micromanipulation and microrobotics.

The realization of the potential of VO$_2$-coated microactuators, however, is greatly hindered by their sophisticated nonmonotonic hysteretic behavior resulting from two competing actuation effects. The first actuation effect is due to the internal stress generated during the phase transition, which is inherently hysteretic with respect to temperature. The second actuation effect is due to the differential thermal expansion of the VO$_2$ layer and the substrate, which causes an opposite bending effect. While the thermal expansion effect persists throughout the temperature range, the stress generated during the VO$_2$’s structural changes dominates across the phase transition [4]. As a result, the relationship between the bending curvature and temperature is nonmonotonic when the temperature is raised or lowered monotonically. This nonmonotonic hysteresis presents challenges in the modeling and control of VO$_2$ microactuators.

Modeling and control of systems with hysteresis has been an active research area, especially in the field of smart material-based systems [7]–[15]. A very popular phenomenological hysteresis model is the Preisach operator, which has proven effective in capturing complex, hysteretic behavior in various smart materials, such as piezoelectrics [7], shape memory alloys [14], and magnetostriuctive [15]. The wide spread of smart material-actuated systems has also spurred the development of control schemes for systems with hysteresis. A predominant class of hysteresis control approaches involves approximate cancellation of the hysteresis effect through inversion [7], [10]–[12], [15].

Despite the aforementioned extensive work on modeling and control of hysteresis in smart materials, most studies have focused on monotonic hysteresis nonlinearities [7]–[15], where a monotonic input causes a monotonic output. A special type of nonmonotonic hysteresis with butterfly-shaped hysteresis loops was investigated by Drincic et al. [16]; however, the study there was focused on hysteresis loops that can be converted to monotonic hysteresis through unimodal mappings.
Fig. 1. Superimposed SEM pictures of the 300-µm VO₂-coated silicon cantilever taken when the substrate temperature was 30 °C (lower curvature) and 90 °C (higher curvature), respectively.

This paper presents, to the authors’ best knowledge, the first systematic studies on the modeling and inverse compensation of nonmonotonic hysteresis exhibited by VO₂-coated microactuators. First, a physics-motivated model that accounts for the two (opposite) actuation mechanisms is presented. The first mechanism is the stress resulting from structural changes in VO₂, which is modeled with a monotonic Preisach operator. The second mechanism is the differential thermal expansion. Since the thermal expansion coefficient (TEC) of VO₂ depends on the phase mixture of the material, a linear function of the temperature is taken to efficiently model the phase fraction of VO₂, which results in a quadratic operator for the thermal expansion-induced actuation. The parameters of the model are identified.

Second, an efficient inverse compensation scheme is developed for the proposed nonmonotonic hysteresis model by adapting the scheme used in [15] for a Preisach operator with nonnegative, piecewise constant density function. The effectiveness of the model and the inverse compensation scheme is demonstrated in experiments, with comparison to two other approaches, one based on a Preisach operator with a signed density function and the other based on a polynomial model.

II. EXPERIMENTAL CHARACTERIZATION OF VO₂-COATED MICROACTUATORS

A. Material Preparation and Experimental Setup

A 172-nm-thick VO₂ layer was deposited by pulsed laser deposition on a 300-µm-long silicon cantilever (MikroMasch CSC12) with width and thickness of 35 and 1 µm, respectively. The deposition was conducted inside a vacuum chamber. The deposition followed a similar procedure as in previous experiments [3], where a krypton fluoride excimer laser (Lambda Physik LPX 200, λ = 248 nm) was focused on a rotating metallic vanadium target with a 10 Hz repetition rate. The background pressure was 10⁻⁶ Torr and throughout the deposition was kept at 20 mTorr with gas flows of 10 (argon) and 15 (oxygen) standard cubic centimeter per minute.

Fig. 1 shows two superimposed scanning electron microscopy (SEM) pictures of the prepared VO₂-coated cantilever, when the substrate temperature was 30 and 90 °C, respectively. VO₂ is in pure M₁ and R phases at those two temperatures. A total tip displacement change of about 70 µm is observed in Fig. 1, illustrating the large bending the microactuator is capable of generating. The considerable amount of initial curvature at room temperature is due to the residual stress after deposition. Since the change of curvature is of more interest, the curvature change from the initial curvature is taken as the output in this paper.

In order to experimentally measure the tip deflection as a function of temperature, the setup shown in Fig. 2 was used, which was similar to the one used before [3]. Here, the micro-cantilever was glued with a highly thermal conductive silver paint to a glass substrate that was directly in contact with a Peltier heater. The heater was controlled in closed loop with a commercially available benchtop temperature controller (Thorlabs, TED-4015) connected to a temperature sensor (AD592), with a precision in temperature control of ±0.1°C. A custom-made current controller circuit was used to power an infrared laser (λ = 808 nm) with a maximum power of 20 mW. The laser spot was focused on the tip of the cantilever and the reflected laser light was captured by a 1-D position sensitive detector (PSD) (Hamamatsu S3270). The PSD outputs a voltage proportional to the position of the reflected laser spot on its active area. Bending of the VO₂-coated cantilever produces an angular displacement on the reflected laser spot, which changes the output voltage of the PSD. The laser intensity was kept at the lowest detectable by the PSD, in order to obtain good signal-to-noise ratio, while minimizing heating of the cantilever by the laser. The output voltage from the PSD was measured with an analog input module (NI 9201), which was attached to an embedded real-time controller (NI cRIO 9075), and a LabView program was created in order to automate the deflection measurements.

The measured tip deflection Δz was converted to the curvature κ using the geometry illustrated in Fig. 3. The radius of
curvature, \( r = 1/\kappa \), is related to \( \Delta z \) via
\[
\Delta z = \sin \left( \frac{\delta}{2} \right) \cdot AB = 2r \cdot \sin^2 \left( \frac{L}{2r} \right) \quad (1)
\]
where \( \delta = \frac{L}{r} \). For the microactuator studied in this paper, the small-angle approximation typically used (\( \Delta z \approx \frac{L^2}{2r^2} \)) will not be valid because of the large bending, and the transcendental equation (1) is numerically solved for the curvature.

B. Characterization of Nonmonotonic Hysteresis

A creep test was conducted and no obvious creep was found. The temperature was varied by a step and then until constant, while the deflection was measured for the whole process. As Fig. 4 shows, the deflection under unchanged temperature values varied from 67.378 to 67.667 \( \mu \)m and from 15.082 to 15.164 \( \mu \)m, respectively. These minute variations are mainly attributed to error in temperature control (accuracy \( \pm 0.1 \) °C); hence, creep is not considered in this paper.

A set of experiments were conducted to obtain the curvature of the VO\(_2\) microactuator as a function of temperature. The temperature range was chosen to be from 21 to 84 °C, to fully cover the phase transition regime. The temperature profile in time followed a pattern of damped oscillations (not shown), to provide sufficiently rich excitation for the identification of the Preisach hysteresis model \[17\]. Fig. 5(a) shows the measured nested hysteresis loops between the actuator curvature and temperature. Notice that the apparent phase transition temperature is shifted from the typical value of 68 °C. This is attributed to the heating effect by the deflection-measuring laser; recall that the recorded temperature was only for the Peltier heater located underneath the sample. In this paper, the heat contribution from the measurement laser is considered to be constant (which is a reasonable assumption), and thus, the temperature of the Peltier heater is taken as the input.

Nonmonotonic hysteresis can be clearly observed in Fig. 5(a). As the temperature is increased, the curvature first decreases slightly, then increases abruptly, and finally decreases slightly again when the temperature is sufficiently high. An analogous trend holds true when the temperature is decreased. The nonmonotonic behavior can be explained by two competing actuation mechanisms. On one hand, changes in the crystalline structures during the M\(_1\) \( \rightarrow \) R phase transition result in microcantilever bending toward the VO\(_2\) layer. Vanadium ions are reordered during the phase transition, where one unit cell in the M\(_1\) phase corresponds to two unit cells in the R phase. The crystalline plane parallel to the substrate changes from (011)\(_{M_1}\) in the M\(_1\) phase to (110)\(_{R}\) in the R phase. From the lattice parameters \[18\], it is calculated that the crystallographic plane of VO\(_2\) that is parallel to the cantilever surface for this case ((011)\(_{M_1}\)) decreases its area by 1.7% (on heating), which generates a strain of approximately \(-0.083\) \[3\], causing a drastic bending toward the VO\(_2\) layer side. On the other hand, since the TEC of VO\(_2\) for both the M\(_1\) phase and the R phase \[18\] are larger than that of silicon \[19\], the differential thermal expansion-induced stresses result in an opposite bending effect from that of the phase transition effect.

There are several additional interesting observations from Fig. 5(a). First, the curvature–temperature relationship is hysteretic only in the intermediate temperature regime and becomes a single-valued function at both the low- and high-temperature ends. This provides support for the two actuation effects discussed earlier; phase transition dominates the intermediate temperature region, while at the low- or high-temperature ends, VO\(_2\)
is in a single phase (M₁ or R phase, respectively), and the differential thermal expansion takes dominance. Second, the slope of curvature versus temperature at the low-temperature end is different from that at the high-temperature end, suggesting that the TEC of VO₂ changes with the material phase. This is consistent with what can be found in the literature [18].

We have also conducted extensive experiments to characterize the repeatability of the actuation behavior and found that hysteresis loops measured on different days (with the same temperature input sequence) are nearly identical. Details of these results are not included here in the interest of brevity.

III. MODELING OF THE NONMONOTONIC Hysteresis

A. Actuation Effect due to Phase Transition

The proposed model for the curvature output \( \kappa \) of the VO₂-coated cantilever comprises the contribution \( \kappa_P \) due to the phase transition and the contribution \( \kappa_E \) due to the differential thermal expansion. The phase transition contribution is monotonically hysteretic with respect to the temperature \( T \), thus will be modeled by a Preisach operator [20], [21] with nonnegative density function \( \mu \)

\[
\kappa_P(t) = \Gamma[T(\cdot); \varphi_0](t) = c_0 + \int_{\mathcal{P}_0} \mu(\beta_0, \alpha) \gamma_{\beta_0, \alpha}[T(\cdot); \varphi_0(\beta_0, \alpha)](t) d\beta_0 d\alpha. \tag{2}
\]

Here, \( c_0 \) is some constant bias, \( T(\cdot) \) denotes the temperature history, \( T(t) \), \( 0 \leq t \leq T \), \( \mathcal{P}_0 \) is called the Preisach plane \( \mathcal{P}_0 = \{ (\beta, \alpha) : T_{min} \leq \beta < \alpha \leq T_{max} \} \), where \( T_{min}, T_{max} \) denote the temperature range for phase transition, and finally, \( \gamma_{\beta_0, \alpha} \) denotes the basic hysteretic unit (hysteron): for a pair of thresholds \( (\beta_0, \alpha) \) and an initial condition \( \varphi_0(\beta_0, \alpha) \in \{ -1, 1 \} \), the output of the hysteron is defined as

\[
\varphi(t) = \gamma_{\beta_0, \alpha}[T(\cdot); \varphi_0(\beta_0, \alpha)] = \begin{cases} +1, & \text{if } T(t) > \alpha \\ -1, & \text{if } T(t) < \beta \\ \varphi(t^+), & \text{if } \beta \leq T(t) \leq \alpha \end{cases} \tag{3}
\]

where \( T(\cdot) \) is the temperature input history \( T(t), 0 \leq t \leq T \), and \( \varphi(t^+) = \lim_{t^+ \to \tau^{-}} \varphi(t^+) \).

Note that \( \mathcal{P}_0 \) can be divided into two regions according to the outputs of hysterons, and the boundary of the two regions (called memory curve and denoted \( \Delta \)) represents equivalently the state and thus determines the output of the Preisach operator. For this reason, the initial state function \( \varphi_0 \) can be replaced by an initial memory curve in the Preisach plane.

B. Differential Thermal Expansion Effect

When the temperature increases (decreases, respectively), a material typically expands (shrinks, respectively). For a two-layer beam, the difference in the thermal expansion of individual layers results in bending. The VO₂-coated silicon cantilever curvature \( \kappa_E \) due to differential thermal expansion at a temperature \( T \) can be derived following standard analysis [22]:

\[
\kappa_E = \frac{6(1 + m)^2(C_{VO₂} - C_{Si})}{h(3(1 + m)^2 + (1 + mw)(m^2 + \frac{1}{mw})}} (T - T_0) \tag{4}
\]

where \( h \) is the total thickness of the beam, \( m \) is the ratio of the VO₂ layer thickness to that of the silicon layer, \( w \) is the ratio of the modulus of elasticity of the VO₂ layer to that of the silicon layer, \( C_{VO₂} \) and \( C_{Si} \) are the TECs of VO₂ and silicon, respectively, and \( T_0 \) is the room temperature (20°C). In (4), it is defined that \( \kappa_E \) is positive when the beam bends toward the VO₂ layer.

As mentioned earlier, the TEC of VO₂ in the M₁ phase is different from that in the R phase. Since the phase transition spans through the temperature range \( [T_{min}, T_{max}] \), both phases coexist within that temperature range. If \( C_{M₁} \) and \( C_{R} \) are the TECs of VO₂ in the M₁ and R phases, respectively, and \( \theta(T) \) is the material fraction of the R phase at a particular temperature \( T \), then the effective TEC of VO₂ during the phase transition can be represented with respect to \( T \) as

\[
C_{VO₂} = (1 - \theta(T))C_{M₁} + \theta(T)C_{R}. \tag{5}
\]

In general, the R phase fraction \( \theta \) is hysteretic with respect to the temperature \( T \). To make the problem tractable, \( \theta \) is approximated by a linear function of \( T \), which is supported by experimental observations [23]

\[
\theta = \begin{cases} 0, & \text{if } T < T_{min} \\ \frac{T - T_{min}}{T_{max} - T_{min}}, & \text{if } T_{min} \leq T \leq T_{max} \\ 1, & \text{if } T > T_{max} \end{cases} \tag{6}
\]

Combining (4) and (5), we rewrite \( \kappa_E \) as

\[
\kappa_E = -(k_0(1 - \theta(T)) + k_1\theta(T))(T - T_0) \tag{7}
\]

where \( k_0 = \frac{6(1 + m)^2(C_{M₁} - C_{Si})}{h(3(1 + m)^2 + (1 + mw)(m^2 + \frac{1}{mw}))} \) and \( k_1 = \frac{6(1 + m)^2(C_{R} - C_{Si})}{h(3(1 + m)^2 + (1 + mw)(m^2 + \frac{1}{mw}))} \). Since \( C_{M₁} < C_{R} \) [18], \( k_1 < k_0 \). With the approximation (6) for \( \theta(T) \), the differential thermal expansion-induced curvature has a quadratic dependence on \( T \).

By adding (2) and (7), we obtain the total curvature with a new hysteresis operator \( \Omega \)

\[
\kappa(t) = \kappa_P(t) + \kappa_E(t) = \Omega[T(\cdot); \varphi_0](t) \triangleq c_0 + \Gamma[T(\cdot); \varphi_0](t) - (k_0(1 - \theta(T(t)))(T(t) - T_0) + k_1\theta(T(t))(T(t) - T_0). \tag{8}
\]

Note that for \( \Omega \), only the contribution \( \kappa_P \) is memory-dependent, so \( \Omega \) shares the same state (or memory curve) as \( \Gamma \). In particular, they will share the same initial memory curve.

IV. MODEL IDENTIFICATION AND VALIDATION

A. Parameter Identification

The parameters of the model (8) include the density function \( \mu \) of the Preisach operator, and the constants \( c_0, k_0, \) and \( k_1 \). For the identification of a Preisach density function, a discretization step is typically involved. The discretization scheme adopted in this paper approximates the density by a piecewise constant function, where the density value is constant within each lattice cell but varies from cell to cell [24].
The input range is discretized uniformly into $M$ levels, which results in $M(M + 1)/2$ cells, leading to a total of $K = M(M + 1)/2$ weight parameters. The actual operating range for the input, $[T'_{\min}, T'_{\max}]$, is considered larger than the phase transition region $[T_{\min}, T_{\max}]$. In other words, $T_{\min} < T'_{\min} < T_{\max} < T'_{\max}$.

In a discrete time setting, the contribution $\kappa_P[n]$ at time $n$ is

$$\kappa_P[n] = c_0 + \sum_{i=1}^{M} \sum_{j=1}^{M+1-i} \mu_{ij} s_{ij}[n]$$

where $s_{ij}[n]$ represents the signed area of cell $(i, j)$, and $\mu_{ij}$ represents the density of cell $(i, j)$. Note that the signed area of each cell is defined as the area occupied by hysterons with output $+1$ minus that occupied by hysterons with output $-1$. For ease of presentation, the cells $(i, j)$ are ordered with a single index $l = 1, 2, \ldots, K$, and the density and signed area of the $l$th cell are denoted (with abuse of notation) by $\mu_l$ and $s_l$, respectively. Equation (9) is rewritten as

$$\kappa_P[n] = c_0 + \sum_{l=1}^{K} \mu_l s_l[n].$$

When the input $T[n]$ is in $[T'_{\min}, T_{\min}]$, all hysterons attain the value of $-1$ and the Preisach operator is at the negative saturation, $\kappa_P[n] = c_0 - \kappa_0$, where $\kappa_0 = \sum_{l=1}^{K} \mu_l$. Similarly, positive saturation is reached when the temperature $T[n]$ is within $[T_{\max}, T'_{\max}]$.

On the other hand, the contribution $\kappa_E[n]$ is

$$\kappa_E[n] = \frac{\mu_0(1 - \theta(T[n]))}{\Theta}(T[n] - T_0).$$

Combining (10) and (11), we obtain the total curvature output as

$$\kappa[n] = c_0 + \sum_{l=1}^{K} \mu_l s_l[n] - \left(\kappa_0(1 - \theta(T[n])) + \kappa_1 \theta(T[n])\right)(T[n] - T_0).$$

Preisach density functions are assumed to be nonnegative, $\mu \geq 0$. In addition, $\kappa_0$ and $\kappa_1$ are positive from their physical meanings. Finally, $c_0 > 0$ since VO$_2$-coated microcantilevers have positive curvature bias. A constrained least-squares method, realized with the MATLAB command lsqnonneg, is utilized to identify the vector of parameters, $[\mu_1 \mu_2 \mu_3 \cdots \mu_K \ k_0 \ k_1]^T$, that meets the sign constraints.

B. Experimental Results

To effectively identify the model parameters, the input needs to provide sufficient excitation for all cells of the Preisach operator. One type of such input sequences takes the form of damped oscillations, which produces nested hysteresis loops [17] and is adopted in this paper. Based on empirical knowledge, the temperature of the closed-loop-controlled Peltier device can settle around a set temperature within about 3 s. A wait time of 8 s was chosen between temperature setpoints to ensure that the thermal steady state has been reached. While the experiment will remain to be quasi-static if the waiting time is longer than 8 s, it is not advisable to make it much shorter.

The full range of temperature input $[T'_{\min}, T'_{\max}]$ is $[21, 84]^{\circ}$C. From Fig. 5(a), the phase transition region $[T_{\min}, T_{\max}]$ is determined to be $[30, 70]^{\circ}$C. The level of discretization $M$ for the Preisach plane is chosen to be 20. Fig. 5(a) compares the measured hysteresis loops and those based on the identified model, and Fig. 5(b) shows the corresponding modeling error with the signed Preisach operator for the entire temperature sequence.

For comparison purposes, two additional models for the nonmonotonic hysteresis are considered: a Preisach operator with a signed density function, and a nonlinear single-valued function represented by a high-degree polynomial.

The signed Preisach operator is identified with a similar procedure as in Section IV-A, where there are no sign constraints placed on the Preisach densities. The level of discretization $M$ for the Preisach plane is also chosen to be 20, but now is for the entire input range $[T'_{\min}, T'_{\max}] = [21, 84]^{\circ}$C. Fig. 7 shows the modeling error, which is larger than the proposed model. It is interesting to notice that the negative density values of the 
signed Preisach operator are primarily located at the $\beta = \alpha$ line (see Fig. 8). This provides support for the proposed model; after all, the nonhysteretic, negative component in the proposed model that accounts for differential thermal expansion could be represented as negative densities located on the $\alpha = \beta$ line.

For the single-valued nonlinear approximation, a polynomial of degree 12 is chosen, the coefficients of which are found through a polynomial fitting between curvature measurements and the model predictions. It is not surprising that this model results in the largest modeling error among the three models explored, which is around 500 m$^{-1}$ (see Fig. 9). This model fails to account for the hysteresis effect.

In order to further validate the proposed model, the VO$_2$ actuator is subjected to a randomly chosen temperature sequence, shown in Fig. 10(a), and the output curvature data (not shown) are then collected. Fig. 10(b) shows the model prediction errors. The maximum prediction errors are 108.1, 108.8, and 478.1 m$^{-1}$ for the proposed model, the signed Preisach operator, and the polynomial model, respectively. It is clear that, with an error of less than 5.6% over the curvature range of 1950 m$^{-1}$, the proposed model is effective in capturing the complex hysteretic behavior of the VO$_2$ actuator. While the signed Preisach operator is able to provide a modeling accuracy comparable with the proposed model, it is not amenable to efficient inversion and will not be pursued further.

V. INVERSE COMPENSATION

There have been a number of inversion-related approaches for hysteresis compensation reported in the literature. For example, the direct inverse Preisach modeling method [25] aims to identify a Preisach model as the inverse operator based on empirical output/input data. The empirical temperature versus curvature hysteresis loops for VO$_2$ actuators [with the horizontal/vertical axes in Fig. 5(a)] exhibit sharp slope changes, making it difficult to approximate by a Preisach operator even with a prohibitively fine discretization scheme. Iterative learning control [26], [27] has proven effective in compensating both hysteresis and dynamics with relatively low requirement on modeling accuracy, but it only applies to periodic references and requires sensory feedback for the learning process. While the proposed inversion algorithm is noncausal, only the next desired output and the input history are required to obtain the input.

In this paper, we propose to compensate the hysteresis effect in VO$_2$ by constructing a properly defined inverse of the model presented in earlier sections. The nonmonotonic nature of the proposed hysteresis model presents several challenges in the inversion problem. In the continuous-time setting, there is great difficulty in establishing the existence and/or the
uniqueness of a continuous input function given a desired continuous output function. In the discrete-time setting, which is the case of practical interest, the concept of time-continuity is no longer relevant, since the desired output function is given as a sequence of values for the operator to achieve, and input interpolation between the sampling times is typically used to realize a quasi-continuous output for the physical system. For a monotonic hysteresis operator, for any desired output value (within the output range) $y_d[n+1]$ at next time instant $n+1$, there always exists an input value $v[n+1]$ for $n+1$, such that, if the input varies monotonically from the current value $v[n]$ to $v[n+1]$, the output $y$ would also change monotonically from its current value $y[n]$ to $y[n+1]$, which is equal or close to $y_d[n+1]$. This, however, is no longer true for a nonmonotonic hysteresis operator as the one considered in this paper—One may not find a single input value, monotonic interpolation to which would result in the desired output value. Therefore, a sequence of input values needs to be found to achieve a given desired output value; without proper constraints, the latter problem would admit infinitely many solutions. A constraint on this problem is imposed to minimize the implementation complexity and assure proper output behavior: the number of elements in the computed input sequence is minimal. Specifically, for the proposed nonmonotonic hysteresis model (8), the inversion problem is formulated as follows: given the current initial memory curve $\psi(0)$ for the operator $\Omega$, with the associated temperature input $T^{(0)}$, operator output $\kappa(0) = \Omega[T^{(0)}; \psi(0)]$, and a target output value $\bar{\kappa}$, find a new input sequence $\bar{T}$ with minimal number of elements, such that the final value of $\Omega[T; \psi([\bar{T}])]$ is equal to $\bar{\kappa}$.

The proposed inversion algorithm is adapted from the one in [15] for the inversion of a monotonic Preisach operator with a piecewise constant density function. The algorithm in [15] exploits the monotonicity of the operator and the piecewise constant nature of the density, and finds the desired input by monotonically varying the input iteratively. Assuming that the input is being increased, with the value of the kth iteration being $T^{(k)}$ and the corresponding memory curve being $\psi^{(k)}$, another increment of $d(d \leq \min\{d_1^{(k)}, d_2^{(k)}\})$ in the input would result in the following change in the output of the Preisach operator:

$$\Gamma[T^{(k)} + d; \psi^{(k)}] - \Gamma[T^{(k)}; \psi^{(k)}] = a_2^{(k)} d^2 + a_1^{(k)} d$$ \hspace{1cm} (13)

where $d_1^{(k)} > 0$ is such that $T^{(k)} + d_1^{(k)}$ would equal the next discrete input level, and $d_2^{(k)} > 0$ is such that $T^{(k)} + d_2^{(k)}$ would erase the next corner of the memory curve; see Fig. 11 for illustration. In (13), $a_1^{(k)}$ and $a_2^{(k)}$ are nonnegative constants associated with $\psi^{(k)}$ and the density values.

The core idea in [15] for inverting the Preisach operator is that, if $d \leq \min\{d_1^{(k)}, d_2^{(k)}\}$ can be found that solves

$$a_2^{(k)} d^2 + a_1^{(k)} d = \bar{\gamma} - \Gamma[T^{(k)}; \psi^{(k)}]$$ \hspace{1cm} (14)

where $\bar{\gamma}$ is the desired output, then the required input is obtained as $T^{(k)} + d$; otherwise, let $T^{(k+1)} = T^{(k)} + \min\{d_1^{(k)}, d_2^{(k)}\}$ and continue the iteration.

Since the curvature output $\kappa$ starts to decrease (increase, respectively) when $T > T_{\text{max}}$ (e.g., $T < T_{\text{min}}$), respectively) because $\kappa_e$ becomes positively (negatively, respectively) saturated, the maximum range of curvature output can be achieved by restricting the temperature $T$ to the range $[T_{\text{min}}, T_{\text{max}}]$.

From (6) and (7), the curvature contribution from differential thermal expansion is given by

$$\kappa_e = Q[T] = \left( k_0 - \frac{(k_1 - k_0)T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}} \right) T_0$$

- $T\left( k_0 - \frac{T_0 + T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}}(k_1 - k_0) \right)$

$$- T^2 \frac{k_1 - k_0}{T_{\text{max}} - T_{\text{min}}}.$$ \hspace{1cm} (15)

Consequently, the change in $\kappa_e$ for an increment $d$ at $T^{(k)}$ is obtained as

$$Q[T^{(k)} + d] - Q[T^{(k)}] = -c_2 d^2 - c_1^{(k)} d$$ \hspace{1cm} (16)

where $c_1^{(k)} = k_0 - \frac{T_0 + T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}}(k_1 - k_0) + \frac{2(k_1 - k_0)}{T_{\text{max}} - T_{\text{min}}} T^{(k)}$, and $c_2 = \frac{k_1 - k_0}{T_{\text{max}} - T_{\text{min}}}$. Based on $T_0 \leq T_{\text{min}} \leq T$ and $k_1 > k_0$ (see Section III-B), it can be shown that both $c_1^{(k)}$ and $c_2$ are positive.

Combining (13) and (16), we obtain

$$\Omega[T^{(k)} + d; \psi^{(k)}] - \Omega[T^{(k)}; \psi^{(k)}] = (a_2^{(k)} - c_2) d^2 + (a_1^{(k)} - c_1^{(k)}) d.$$ \hspace{1cm} (17)

While $a_1^{(k)} \geq 0$, $a_2^{(k)} \geq 0$, $c_1^{(k)} > 0$, $c_2 > 0$, the signs of both $a_1^{(k)} - c_1^{(k)}$ and $a_2^{(k)} - c_2$ could be either positive or negative, which implies that an increment $d$ in the temperature does not necessarily lead to an increase in curvature. Analogous statements can be made when the input decreases. Take a special example of the input being increased to some value $T'$ (with the corresponding memory curve $\psi'$) and then decreased by a small $d > 0$, in which case $a_1^{(k)} = 0$, and $\Omega[T' - d; \psi'] - \Omega[T'; \psi'] = (a_2^{(k)} - c_2) d^2 + c_1^{(k)} d$. Since the linear term dominates the quadratic term for small $d$, the output $\kappa$ will increase immediately following the reversing of $T$ at $T'$.

Similarly, the curvature will decrease immediately following the reversing of a decreasing input. Interestingly, these predictions are confirmed by the experimental data, as can be seen clearly from Fig. 5(a). The following proposition will be instrumental in developing the inversion algorithm.
**Proposition 1:** Consider the nonmonotonic hysteresis model (9). Let $\kappa_{\max}$ and $\kappa_{\min}$ denote the maximum output and minimum output of the model, respectively. Then, $\kappa_{\max}$ can always be achieved by first increasing the temperature $T$ to $T_{\max}$ and then decreasing it monotonically to some value, and $\kappa_{\min}$ can always be achieved by decreasing $T$ to $T_{\min}$ and then increasing it to some value.

**Proof.** For any temperature $T$, the memory curve consisting of a single vertical segment (intersecting the line $\alpha = \beta$ at $T$) dominates any other memory curves at the same temperature, in the sense that the corresponding set $P_{\pm} = \{(\beta, \alpha) : \gamma_{\beta, \alpha} = +1\}$ in the Preisach plane is maximal for the given $T$. Consequently, the corresponding output $\kappa_{\beta}$ of the Preisach operator (with non-negative density function) is largest under the dominant memory curve. See Fig. 11 for illustration, and compare the two memory curves $\psi'$ (dominant) and $\psi^{(k)}$ for the same temperature $T^{(k)}$.

The contribution $\kappa_{E}$ depends only on the current temperature (no memory). Therefore, for a given temperature $T$, the maximum curvature output $\kappa$ can always be achieved with an input sequence that results in a dominant memory curve at $T$. Such a dominant memory curve is created by decreasing the temperature from $T_{\max}$ to $T$. The other case follows from a similar argument.

The curvature output $\kappa$ at $T_{\max}$ and $T_{\min}$ is denoted as $\kappa_+$ and $\kappa_-$, respectively. Due to the positive/negative saturation, $\kappa_+$ and $\kappa_-$ are uniquely defined and independent of the initial condition of the operator $\Omega$. The following assumption is made:

\begin{equation}
\text{Assumption 1: } \kappa_{\min} < \kappa_- \leq \kappa_+ \leq \kappa_{\max}. \tag{18}
\end{equation}

The assumption is expected to hold for all VO$_2$-based microbending actuators. In particular, for the sample used in this paper, $\kappa_{\max} = 1836 \text{ m}^{-1}$, $\kappa_+ = 1828 \text{ m}^{-1}$, $\kappa_- = -20 \text{ m}^{-1}$, and $\kappa_{\min} = -75 \text{ m}^{-1}$.

**A. Inversion Algorithm**

For brevity purposes, only the case $\bar{\kappa} > \kappa^{(0)}$ is discussed; the case $\bar{\kappa} < \kappa^{(0)}$ is treated in a symmetric manner. If $\bar{\kappa} > \kappa^{(0)}$, the discussion is divided into two subcases: 1) $\bar{\kappa} \leq \kappa_+$ and 2) $\kappa_+ < \bar{\kappa} \leq \kappa_{\max}$. For the first case, an intermediate procedure modified from [15] is detailed; for the second case, the required input will be a two-step sequence and the procedure is outlined. Specifically

1) **Step 1:** $k := 0$.
2) **Step 2:**
   a) Determine $d_1^{(k)} > 0$ such that $T^{(k)} + d_1^{(k)}$ equals the next discrete input level.
   b) Determine the minimum $d_2^{(k)} > 0$ such that $T^{(k)} + d_2^{(k)}$ would erase the next corner of the memory curve $\psi^{(k)}$, which is generated under the iterative input sequence $\{T^{(0)}, T^{(1)}, \ldots, T^{(k)}\}$.
   c) Evaluate the coefficients $a_{1}^{(k)}, a_{2}^{(k)}, c_{1}^{(k)}, c_{2}$ for (13) and (16), whose values are determined by $\psi^{(k)}$ and $T^{(k)}$, and vary from iteration to iteration. Solve the equation

\begin{equation}
\bar{\kappa} - \Omega[T^{(k)}, \psi^{(k)}] = (a_{2}^{(k)} - c_{2})d^{2} + (a_{1}^{(k)} - c_{1})d \tag{19}
\end{equation}

for $d$. If (19) has two positive solutions, let $d_0^{(k)}$ be the smaller solution; if (19) has one positive solution, let $d_0^{(k)}$ equal that solution; and if (19) has no positive solutions, let $d_0^{(k)} = 1000$ (a number larger than $(T_{\max} - T_{\min})/M$ but otherwise arbitrary). This scheme ensures the uniqueness of the solution.

d) Let $d^{(k)} := \min\{d_0^{(k)}, d_1^{(k)}, d_2^{(k)}\}, T^{(k+1)} = T^{(k)} + d^{(k)}$, $\kappa^{(k+1)} = \Omega[T^{(k+1)}, \psi^{(k)}]$.

e) If $d^{(k)} = d_0^{(k)}$, go to Step 3; otherwise, let $k := k + 1$ and go back to Step 2.

3) **Step 3:** $T := T^{(k+1)}$ and stop.

If $\kappa_+ < \bar{\kappa} \leq \kappa_{\max}$, Inversion can be realized by first applying the temperature $T_{\max}$ to saturate the Preisach operator, and then decreasing input iteratively following a similar scheme.

Note that the inversion algorithm requires knowing the current initial memory curve $\psi^{(0)}$. As for the inversion of a Preisach operator [21], this requirement is typically satisfied by setting the initial memory curve at time $n = 0$ to a (known) configuration that corresponds to positive or negative saturation of the Preisach operator $\Gamma$, by applying $T_{\max}$ or $T_{\min}$, respectively. The memory curve at any future time $n > 0$ can then be inferred based on the curve at $n - 1$ and the sequence of input values applied after time $n - 1$. The following proposition summarizes the properties of the proposed inversion algorithm.

**Proposition 2:** The proposed inversion algorithm produces the input $\hat{T}$ satisfying $\Omega[\hat{T}, \psi^{(0)}] = \bar{\kappa}$ in no more than $n_e(\psi^{(0)}) + M$ iterations, where $n_e(\psi^{(0)})$ denotes the number of corners in $\psi^{(0)}$, and $M$ is the discretization level. Furthermore, $\hat{T}$ has no more than two elements.

**Proof.** The case where $\bar{\kappa} > \kappa^{(0)}$ is proved in detail. First, consider the case $\bar{\kappa} < \kappa_+$. Since the operator $\Omega$ is continuous (i.e., its output changes continuously with the input), there must exist $T \in [T^{(0)}, T_{\max}]$ such that $\Omega[T, \psi^{(0)}] = \bar{\kappa}$. The inversion algorithm then searches for the exact solution in contiguous segments within $[T^{(0)}, T_{\max}]$, where the segments are defined by the discrete input levels and the memory curve $\psi^{(0)}$. The number of such segments is no greater than $n_e(\psi^{(0)}) + M$, which provides the upper bound for the iteration steps. The case of $\kappa_+ < \bar{\kappa} \leq \kappa_{\max}$ can be proved following similar and simpler arguments. Applying first $T_{\max}$ erases all the memory curve corners, so it is only needed to search within segments defined by the discrete input levels. The maximum iteration steps will be $M$ in this case. The last statement of the proposition is evident from the description of the algorithm.

From Proposition 2, the efficiency of the proposed inverse compensation algorithm in this paper is comparable to that of the inversion algorithm for a Preisach operator [15].
model comprises a classical Preisach hysteresis operator and a quadratic operator that account for the phase transition-induced bending and the differential thermal expansion-induced bending, respectively. While the Preisach operator is phenomenological in nature, the overall model was motivated by the actuation physics of the actuator. Experimental results confirmed that the model captures the nonmonotonic hysteresis in the bending actuator with relatively small errors compared to the curvature range. Furthermore, an inverse compensation algorithm was presented for the proposed model, and its effectiveness was shown experimentally.

The hysteresis model considered in this paper is quasi-static and rate-independent, since it describes the bending behavior at the steady state under a given temperature. In future work, the model will be extended by incorporating both the thermal dynamics and mechanical dynamics of the beam. Closed-loop control of the actuator will also be investigated by combining feedback with the proposed inversion scheme.
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VI. CONCLUSION AND FUTURE WORK

In this paper, a novel model was proposed for the nonmonotonic hysteretic relationship between the bending curvature and the temperature input for VO\(_2\)-coated microcantilevers. The

B. Experimental Validation

The performance of the proposed inversion algorithm has been examined in open-loop curvature tracking experiments. For comparison, the single-valued polynomial model has also been inverted through a lookup table. The desired curvature is chosen to be from \(-63\) to \(1814\) m\(^{-1}\) to test the effectiveness of the inverse compensation algorithm for a wide curvature range.

Fig. 12(a) shows the curvature outputs obtained under the two inversion schemes and Fig. 12(b) shows the corresponding inversion errors. The inversion of the proposed model is proven to be effective, with the largest curvature error of 78 m\(^{-1}\), which is only 4.1\% of the whole curvature range. In comparison, the inversion of the nonhysteretic polynomial model produces a maximum error of 734.2 m\(^{-1}\). The root-mean-square error (RMSE) value is also calculated to quantify the tracking error. The RMSE of the proposed inversion is only 26.7 m\(^{-1}\), compared to 320.6 m\(^{-1}\) for the polynomial case. The last observation from Fig. 12(b) is that when the magnitude of the desired curvature changes, the proposed inversion scheme can still maintain a small curvature error, while the inversion based on the polynomial model produces a large error.
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