Modeling and open-loop control of IPMC actuators under changing ambient temperature
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Abstract. Because of the cost and complexity associated with sensory feedback, open-loop control of ionic polymer-metal composite (IPMC) actuators is of interest in many biomedical and robotic applications. However, the performance of an open-loop controller is sensitive to the change in IPMC dynamics, which is influenced heavily by ambient environmental conditions including the temperature. In this paper we propose a novel approach to the modeling and open-loop control of temperature-dependent IPMC actuation dynamics. An IPMC actuator is modeled empirically with a transfer function, the zeros and poles of which are functions of the temperature. With auxiliary temperature measurement, open-loop control is realized by inverting the model at the current ambient temperature. We use a stable but non-causal algorithm to deal with non-minimum phase zeros in the system that would prevent directly inverting the dynamics. Experimental results are presented to show the effectiveness of the proposed approach in open-loop tracking control of IPMC actuators.

1. Introduction

Ionic polymer-metal composites (IPMCs) are a class of soft actuation and sensing materials that has received significant interest over the past two decades [1]. An IPMC consists of three layers, with an ion ion-exchange polymer membrane (e.g., Nafion) sandwiched by metal or other conducting electrodes [2–4]. Inside the polymer, anions covalently fixed to polymer chains are balanced by mobile cations. An applied voltage across an IPMC leads to the transport of cations and accompanying solvent molecules, resulting in both differential swelling and electrostatic forces inside the material, which cause the material to bend and hence the actuation effect [1,5,6]. Conversely, an applied mechanical stimulus redistributes the cations inside an IPMC, producing a detectable electrical signal (typically open-circuit voltage or short-circuit current) that is correlated with the mechanical stimulus, which explains the sensing mechanism of IPMCs [5,7,8].
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IPMC materials have been proposed for various applications in actuation [9–16], sensing [17–24], and energy harvesting [25].

Control of IPMC actuators has received much attention over the years. Proposed control methods have spanned lead-lag compensation [26], PI or PID control [27–29], linear quadratic regulator (LQR) [30], adaptive control [31–34], $H_{\infty}$ control [6], and impedance control [27]. These studies have mostly dealt with feedback control using bulky, external sensors, such as laser vibrometers [30, 31], laser distance sensors [6, 26–28, 33, 34], cameras [29], and load cells [26]. Because of size and safety concerns, it is unrealistic to adopt such large sensors in most envisioned micro, bio, and robotic applications. This has motivated a number of groups to investigate compact integrated sensing schemes, including exploiting the correlation between surface resistance and bending curvature for position sensing [35–37], using a mechanically coupled but electrically isolated IPMC sensor [29, 38–40], embedding a miniaturized strain gage [41], and integrating polyvinylidene fluoride (PVDF) sensors [42, 43]. While these approaches hold promise in some applications, they increase the complexity and cost in the devices and processing circuits, especially for applications involving multiple IPMC actuators working in parallel. Therefore, it is often desirable to realize open-loop control of IPMC actuators, where the measurement of force or displacement output is not needed.

The performance of open-loop control depends on the availability of a precise model for IPMC actuators. However, IPMC dynamics could vary greatly depending on the ambient environmental conditions, an important factor of which is the temperature. Among other things, the temperature could influence both ion transport dynamics and mechanical properties of the materials. There has been extensive work on modeling of IPMC actuators, from simple, empirical black-box models [26, 44], to gray-box models incorporating some level of material physics [45–47], to physics-based white-box models [5, 6, 48–56]. However, there have been very few studies, if any, on modeling of the temperature-dependent actuation dynamics of IPMCs. While the temperature variable often appears explicitly in physics-based models (e.g., [5]), these models do not fully capture all the important effects the temperature has on the material properties, examples of which include ionic diffusivity, Young’s modulus, resistivity, and dielectric permittivity. Recently, Ganley et al. presented an empirical method for modeling temperature-dependent sensing behavior of IPMCs [57], which has motivated us to carry out a parallel study on the modeling of IPMC actuators.

In this paper we first present an approach to the modeling of temperature-dependent IPMC actuation dynamics. Since it is intractable to capture all effects of temperature using first principles, we adopt an empirical model taking the form of a transfer function. Each pole and zero of the transfer function is assumed to depend nonlinearly on the temperature. This nonlinear dependence is approximated with polynomial functions, the coefficients of which are identified through fitting of the poles/zeros obtained at a finite number of temperatures.

Second, we propose an inversion-based open-loop control strategy for IPMC actuators, where the aforementioned dynamic model evaluated at a given temperature
is used. Note that this strategy assumes the availability of a temperature sensor for providing infrequent, auxiliary measurement of the temperature, which is not a stringent requirement in practice. The challenge, however, is that the obtained model for IPMC actuators is of non-minimum phase (zeros in the right half plane) and its direct inverse would be unstable and thus not implementable. To address this, we apply a stable but non-causal inversion algorithm, which requires knowing the desired trajectories in advance. We further discuss a variant of the algorithm that only requires a finite-time preview of future trajectories, to facilitate the practical use of the proposed control scheme. Experimental results are presented to illustrate and support the modeling and control methods.

The rest of the paper is organized as follows. The approach to the characterization and modeling of temperature-dependent IPMC dynamics, including the experimental setup, is presented in Section 2. As we will see, the model consistently yields a non-minimum-phase transfer function at all temperatures in the experimental range. In Section 3, we describe the inversion-based open-loop control scheme, and present the experiment results on open-loop tracking. The implementation of the inverse compensation algorithm with finite preview time is briefly discussed in Section 4. Finally, we provide concluding remarks in Section 5.

2. Modeling of Temperature-dependent IPMC Actuation Dynamics

2.1. Experimental setup

An IPMC sample, obtained from Environmental Robots Inc., was immersed in a temperature-controlled water bath to investigate its free-bending actuation performance under different temperatures. The experimental setup is shown in Fig. 1. The IPMC beam was clamped at one end, and was 0.3 mm thick, 11 mm wide, with a free length of 45 mm. The water bath was placed on a hotplate that was regulated by a relay controller (Auber Instruments, SYL-2342). A T-type thermocouple (Omega, HTTC36-T-116G-6) was used to measure the bath temperature and provide feedback for the relay controller. With this setup, the temperature of the bath could be regulated with a precision of 0.5 °C. The actuation voltage signals were generated with dSPACE (dSPACE, DS1104) and applied to the IPMC beam. The effected tip displacement of the IPMC was measured using a laser sensor (Baumer Electric, OADM 20I5441/S14F). Data acquisition was also done with dSPACE.

2.2. Characterization of temperature-dependence

We characterized the dependence of IPMC actuation dynamics on temperature by measuring the empirical frequency responses at different temperatures, where the actuation voltage was taken as the input and the tip displacement (in mm) as the output. For a given temperature, 30 sinusoidal excitation signals with amplitude of 1 V were applied to the IPMC, and the frequencies of these signals were logarithmically
The collected empirical frequency response showed clear dependence on temperature. Fig. 2 shows the frequency responses under 19.0 °C and 55.0 °C, the two extremes of the temperature used in the experiments. From the figure, among other things, as the temperature rises, the resonant frequency of the response shifts lower. The implication of the latter observation is significant, since an IPMC actuator is often operated around the resonant frequency to achieve the most effective actuation. In Fig. 2, the largest magnitude difference, occurring at about 3 Hz, is about 7 dB; in other words, at that frequency, the tip displacement of the IPMC actuator at 19.0 °C
Figure 2. The measured frequency responses of the IPMC at two different temperatures, 19.0 °C and 55.0 °C. The output is tip displacement in mm, and the input is applied voltage in V. The top plot shows the magnitude of the frequency response in dB; the bottom plot shows the phase of the frequency response in radians.

is more than twice of that at 55.0 °C.

There are a number of factors that could contribute to the dependence of IPMC actuation behavior on temperature. For example, temperature has direct impact on the ion diffusion dynamics, and could strongly affect the electrical properties (permittivity, resistivity), mechanical properties (Young’s modulus), and electromechanical coupling property. Attempting to quantify all these effects on a physics-based model is a formidable task and outside of the scope of this paper. Instead, an empirical, black box-type approach is taken to capture the temperature-dependent IPMC dynamics efficiently.

2.3. Temperature-dependent dynamic model

For a given temperature, the dynamics of the IPMC actuator is modeled as a linear time-invariant system represented by a transfer function

\[ G(s) = \frac{b_m s^m + b_{m-1} s^{m-1} + \cdots + b_1 s + b_0}{s^n + a_{n-1} s^{n-1} + \cdots + a_1 s + a_0}. \]  (1)

Judging from the low-frequency phase response (close to 0 °) in Fig. 2, we determine that the system is proper, which implies \( m \leq n \) in (1). The inverse of a strictly proper system \( (m < n) \) would be improper and contain pure derivative terms, which could be problematic in implementing inverse-based open-loop control. For this reason, we will seek models where \( m = n \). We assume that each of the coefficients \( \{a_i\}_{i=0}^{n-1} \) and \( \{b_i\}_{i=0}^{n} \) in (1) (or equivalently, each pole and zero) depends nonlinearly on the temperature \( T \), and will approximate such nonlinear relationships with low-degree (such as quadratic) polynomial functions. The coefficients of the latter polynomials functions will be found by fitting the identified system poles and zeros at a finite set of test temperatures. The model is then used to predict the dynamics at any given temperature. We further
elaborate this procedure below.

For a particular test temperature, we found transfer function models in the form of (1) with $m = n$ to fit the empirical frequency response, using the Matlab command invfreqs. In order to find a model with lowest complexity, we started with $n = 2$ (second-order) and moved upward. It turns out that a second-order system failed to provide a good fit and had relatively large magnitude error for each temperature. A third-order system provided a much better fit over a second-order system, but a fourth or higher order system provided little improvement over a third-order system. In particular, we found that using a fourth-order system would often result in a very large negative pole. For example, at $19 \degree C$, the poles were found to be: $-3.3874 \times 10^9$, $-3.0168 + j16.8311$, and $-2.3310$. The large magnitude of the first pole implies that it would have negligible effect comparing to the other poles, and thus the fourth-order system can be effectively approximated with a third-order one. Based on these observations, we finally adopted a third-order model in the following form:

$$G(s) = \frac{b_3 s^3 + b_2 s^2 + b_1 s + b_0}{s^3 + a_2 s^2 + a_1 s + a_0}.$$  \hspace{1cm} (2)

We also noticed that a strictly proper third-order system did not provide an improved fit over a system of the form (2), indicating no loss of model-fitting performance from enforcing a proper but not strictly proper model structure. Note that, while in principle an infinite-dimensional model is needed to fully describe the actuation physics of IPMCs [6], for a black-box modeling approach like what is adopted in this paper, the measured frequency response within a finite frequency range can often be adequately captured by a low-order model.

We then converted the transfer function model identified for each temperature into a zero-pole form:

$$G(s) = k \frac{(s - z_1)(s - z_2)(s - z_3)}{(s - p_1)(s - p_2)(s - p_3)},$$  \hspace{1cm} (3)

where the seven parameters, \{k, z_1, z_2, z_3, p_1, p_2, p_3\}, characterize the model at any given temperature. For each parameter, we identified a quadratic function to approximate its dependence on temperature, by fitting the parameter values at different temperatures. We illustrate the process by taking the example of obtaining $k(T) = c_2 T^2 + c_1 T + c_0$, where $c_0$, $c_1$, and $c_2$ are coefficients to be determined. Suppose that the identified parameter $k = \hat{k}_i$ at temperature $T_i$, $1 \leq i \leq N$. The coefficients $c_0, c_1$ and $c_2$ are found using the least-squares approach, where

$$\sum_{i=1}^{N} \left( \hat{k}_i - k(T_i) \right)^2 = \sum_{i=1}^{N} \left( \hat{k}_i - (c_2 T_i^2 + c_1 T_i + c_0) \right)^2$$

is minimized. We used the Matlab command polyfit to solve the minimization problem. For identification of the quadratic functions for all seven parameters, we used 8 of the 10 tested temperatures ($N = 8$). We intentionally left out the data at two temperatures, 35.0 $\degree C$ and 45.0 $\degree C$, so that they could be used for validation of the approach. Note that an alternative way of obtaining a temperature-dependent model is to fit each coefficient
in (2) with a polynomial function of temperature. However, it was found that the coefficients of empirically fitted transfer functions showed less consistent trend in their temperature dependence. This is because, for the same empirical response, it is possible to find multiple transfer function models that result in a similar level of approximation error.

For the IPMC sample used in this work, the fitted quadratic functions of temperature $T$ were:

$$k(T) = -3.7535 \times 10^{-5}T^2 + 0.0018T + 0.0381,$$

$$z_{1,2}(T) = (0.0217T^2 - 1.2721T + 33.6431)$$

$$\pm j(0.0238T^2 - 1.4177T + 64.0602),$$

$$z_3(T) = -8.7790 \times 10^{-4}T^2 + 0.0617T - 4.6059,$$

$$p_{1,2}(T) = (1.4314 \times 10^{-4}T^2 - 0.0039T - 2.9336)$$

$$\pm j(-6.1459 \times 10^{-4}T^2 - 0.0308T + 17.6483),$$

$$p_3(T) = -1.1396 \times 10^{-4}T^2 - 0.0141T - 2.1831.$$  

As an example, Fig. 3 (a) and (b) show the dependence of $z_1$ and $p_1$ on the temperature, respectively. Note that while using higher-degree polynomials could result in better fit between the experimental and predicted system parameters (zeros, poles, and gain) at the tested temperatures, it is not necessarily desirable to do so. Because the empirically obtained parameters at a particular temperature have some inherent error from experimental uncertainties and model-fitting, matching minute details on the behaviors of these parameters does not always lead to improved predictive performance at other temperatures.

Using (3) with the gain, zeros, and poles replaced with their temperature-dependent representations as illustrated in (4)–(9), we can obtain the model at any temperature in the experimental range. Fig. 4(a) and (b) compare the temperature-dependent model-predicted frequency response with the measured frequency response at 35.0 °C and 45.0 °C, respectively. Note that the system models (also shown in Fig. 4 for comparison purposes) obtained by directly fitting the empirical response at 35.0 °C and 45.0 °C were not used in deriving the temperature-dependent model. From Fig. 4, the temperature-dependent model provides excellent approximation to the directly fitted model, and is capable of predicting the frequency response at new temperatures.

3. Inversion-based Open-loop Control

3.1. Inversion algorithm

In the previous section we have developed an approach to the modeling of temperature-dependent IPMC actuation dynamics. With an auxiliary measurement of the ambient temperature, one can then determine the current model and invert it to determine the open-loop control input.
Let \( d(t) \) represent the tip displacement of the IPMC beam and let \( v(t) \) represent the applied voltage to the IPMC, and let \( D(s) \) and \( V(s) \) represent their respective Laplace transforms. \( V(s) \) and \( D(s) \) are related with the temperature-dependent model \( G_T(s) \):

\[
D(s) = G_T(s)V(s).
\]  

(10)

Given a desired tip displacement trajectory \( d(t) \), the open-loop control problem is to determine what voltage signal \( v(t) \) needs to be applied to produce an output close to \( d(t) \). Intuitively, this problem is solved with

\[
V(s) = G_T^{-1}(s)D(s).
\]

(11)

However, the model \( G_T(s) \) is of non-minimum phase for any \( T \) in the operating range, which implies that \( G_T^{-1}(s) \) is unstable and thus cannot be implemented. For example, from (6), the model at 35.0 °C has a pair of zeros located at 15.7416 ± j43.6246.
In this paper we explore the use of a stable but noncausal algorithm [58] to implement the inversion of $G_T(s)$. In principle, it requires knowing the full trajectory of the desired displacement in advance. While this assumption is restrictive and even unrealistic for certain applications, it is feasible for many other applications, especially applications involving repetitive motions of IPMC actuators, one example of which is IPMC-actuated robotic fish [11]. In Section 4, we will further discuss relaxing the assumption to requiring only a finite look-ahead time.

We will use a mixed Laplace and time domain notation to facilitate the discussion,
under which (10) is rewritten as
\[ d(t) = G_T(s)[v](t), \] (12)
where \( G_T(s)[v] \) denotes the time-domain signal generated by passing \( v(\cdot) \) through the system \( G_T(s) \). If \( H(s) = G_T(s)^{-1} \) were stable, the solution would be easily obtained by
\[ v(t) = H(s)[d](t). \] (13)
This approach, however, is infeasible since \( H(s) \) has unstable poles. To proceed, we decomposes \( H(s) = H_s(s) + H_u(s) \), where \( H_s(s) \) contains only the stable poles of \( H(s) \) and \( H_u(s) \) contains only the unstable poles of \( H(s) \). Here we have assumed that \( H(s) \) does not have any poles on the imaginary axis, or equivalently, \( G_T(s) \) does not have any pure imaginary zeros, which holds true for the obtained IPMC models. The specific forms of \( H_s(s) \) and \( H_u(s) \) for the IPMC case are:
\[ H_s(s) = \frac{1}{k} + \frac{r_3}{s-z_3}; \] (14)
\[ H_u(s) = \frac{r_1}{s-z_1} + \frac{r_2}{s-z_2}. \] (15)

Fig. 5 illustrates the proposed inversion algorithm. First, \( d(t) \) is time-reversed to obtain \( \tilde{d}(t) = d(-t) \), which is then passed through a stable system \( \tilde{H}_u(s) \triangleq H_u(-s) \) to yield \( \tilde{v}_u(t) \). The signal \( \tilde{v}_u(t) \) is then time-reversed to produce \( v_u(t) \). In parallel, the desired displacement signal \( d(t) \) is run through \( H_s(s) \) to generate \( v_s(t) \). Recall \( H(s) = H_s(s) + H_u(s) \). It follows that the final input to apply is \( v(t) = v_s(t) + v_u(t) \).

3.2. Experimental results on open-loop tracking
We have conducted experiments to examine the effectiveness of the proposed open-loop control scheme. The IPMC was placed in the water bath with the temperature maintained at 45.0 °C. Three different desired trajectories for \( d(t) \) were used, 0.5 Hz sinusoid, 2 Hz sinusoid, and a combination of 0.5 Hz and 2 Hz sinusoidal signals. For each of these desired trajectories, we implemented the inverse control scheme based on two different models, the model identified at \( T = 19 \) °C (Scheme 1) and the temperature-dependent model with \( T = 45.0 \) °C (Scheme 2).

Figs. 6 – 8 show the experimental results. Overall the achieved displacement trajectories (especially those under Scheme 2) follow well the desired ones, supporting that the inverse-based open-loop control strategy is effective. Furthermore, while the
Figure 6. Experimental results on tracking a 0.5 Hz signal (amplitude 0.65 mm) with the bath temperature set at 45.0 °C: (a) Scheme 1; (b) Scheme 2. Scheme 1 is based on the inversion of room-temperature model, while Scheme 2 is based on the inversion of a model for 45.0 °C.

The performance of Scheme 2 is only slightly better than that of Scheme 1 when tracking the 0.5 Hz signal (Fig. 6), its performance is significantly better when tracking the 2 Hz signal and the signal consisting of the sum of 0.5 Hz and 2 Hz sinusoids (Figs. 7 and 8). Indeed, the bound on the tracking error under Scheme 2 for the latter two cases is less than half of that under Scheme 1. This can be explained by that the effect of the temperature on the actuation behavior is much more pronounced at 2 Hz than at 0.5 Hz, as seen in Fig. 2. These results illustrate the importance of accommodating temperature-dependent dynamics in implementing the inverse control.
Figure 7. Experimental results on tracking a 2 Hz signal (amplitude 0.65 mm) with the bath temperature set at 45.0 °C: (a) Scheme 1; (b) Scheme 2. Scheme 1 is based on the inversion of room-temperature model, while Scheme 2 is based on the inversion of a model for 45.0 °C.

4. Inverse Control with Finite Preview Time

In principle, the inversion algorithm presented in Section 3 requires knowing the desired output trajectory $d(\tau), \forall \tau \geq t$, to compute the input value $v(t)$. In order to relax this assumption, here we briefly discuss the inversion algorithm with finite preview-time [59]. This algorithm requires knowing only $d(\tau), \tau \in [t, t + T_p]$, for some finite $T_p > 0$, in order to evaluate $v(t)$. For simplicity of discussion, we focus on the IPMC system that
Figure 8. Experimental results on tracking a signal \(0.325(\sin \pi t + \sin 4\pi t)\), with the bath temperature set at 45.0 °C: (a) Scheme 1; (b) Scheme 2. Scheme 1 is based on the inversion of room-temperature model, while Scheme 2 is based on the inversion of a model for 45.0 °C.

has been examined in Section 3. To start, we note that

\[
\hat{H}_u(s) = H_u(-s) = \frac{r_1}{-s - z_1} + \frac{r_2}{-s - z_2} = \frac{-r_1}{s + z_1} + \frac{-r_2}{s + z_2}, \tag{16}
\]

where \(z_1\) and \(z_2\) have strictly positive real part, denoted as \(r_0 > 0\). The impulse response of \(\hat{H}_u(s)\) is of the form

\[
\hat{h}_u(t) = -r_1 e^{-z_1 t} - r_2 e^{-z_2 t}, \tag{17}
\]

which approaches zero exponentially fast as \(t\) goes to \(\infty\), with the exponent determined by the real part \(r_0\) of \(z_1\) and \(z_2\). This implies that, for the system \(\hat{H}_u(s)\), its input prior
to $t - T_0$ has negligible effect on its output at $t$, where $T_0$ depends on the time constant of $\hat{H}_u(s)$, which can be represented as $\frac{1}{r_0}$. Equivalently, according to the inversion algorithm described in Fig. 5, the value of $d$ beyond $t + T_0$ would have negligible impact on $v_u(t)$. The inversion algorithm with finite preview time thus works by treating the desired value of $d$ beyond $t + T_0$ as zero, when evaluating $v_u(t)$.

We performed simulation to illustrate this idea. For the IPMC model at $T = 45.0 \degree C$, the value of $r_0$ was 20.41. Fig. 9 shows that with a finite preview time of $\frac{6}{r_0}$, i.e., 0.294 s, the resulting displacement output provides good tracking of the desired trajectory. Considering the bandwidth of IPMC actuators (a few Hz), the required preview time is very feasible for most applications.

5. Conclusion

In this paper, we presented, to our best knowledge, the first study on control-oriented modeling of temperature-dependent actuation behavior of IPMCs. Furthermore, a stable but noncausal open-loop control scheme was proposed for an IPMC actuator subject to varying ambient temperatures, and the effectiveness of the scheme was supported by experimental results. A finite-preview version of the algorithm was further discussed and illustrated with simulation results.

The proposed approach is empirical in nature. Therefore, the specific values of the model parameters and even the functions describing the temperature-dependence of the actuator behavior are of less relevance in general. What is important, however, is the general idea of how one might capture the temperature-dependent behavior based on the measurements at a few sampled temperatures, and how such a model can be used for developing the open-loop controller. Such an approach can be readily extended to the modeling and control of other electroactive polymer materials [60] in the presence...
of thermal fluctuations.

There are several directions in which the present work can be extended. First, we note that there was still noticeable tracking error even when a temperature-dependent model was used in the inversion; see Figs. 6–8. This was likely due to unmodeled nonlinearities and other time-varying factors in the IPMC actuator and its environment. For example, it is known that IPMCs demonstrate nonlinear dynamics [53, 54], so a linear model structure like the one used in the current paper can only capture the actuation behavior under a small applied voltage or around a particular operating point. Consequently, a model identified for certain range of input amplitude may not work well for a different range. We also investigated the hysteresis effect associated with temperature changes; it was found that such hysteresis did exist, although its effect was not nearly as pronounced as the influence of the temperature itself. Refined modeling that takes into account these nonlinear effects is worthy of investigation and promises improved control performance. Second, since the temperature change appears to shift the resonant frequency of an IPMC actuator, as seen in Fig. 2, it is of interest to explore control schemes that adapt the operating frequency based on the temperature, to maximize the actuation efficiency.
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