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Abstract—Experienced users often have useful knowledge
and intuition in solving real-world optimization problems. User
knowledge can be formulated as inter-variable relationships to
assist an optimization algorithm in finding good solutions faster.
Such inter-variable interactions can also be automatically learned
from high-performing solutions discovered at intermediate itera-
tions in an optimization run – a process called innovization. These
relations, if vetted by the users, can be enforced among newly
generated solutions to steer the optimization algorithm towards
practically promising regions in the search space. Challenges
arise for large-scale problems where the number of such variable
relationships may be high. This paper proposes an interactive
knowledge-based evolutionary multi-objective optimization (IK-
EMO) framework that extracts hidden variable-wise relation-
ships as knowledge from evolving high-performing solutions,
shares them with users to receive feedback, and applies them
back to the optimization process to improve its effectiveness. The
knowledge extraction process uses a systematic and elegant graph
analysis method which scales well with number of variables. The
working of the proposed IK-EMO is demonstrated on three large-
scale real-world engineering design problems. The simplicity
and elegance of the proposed knowledge extraction process and
achievement of high-performing solutions quickly indicate the
power of the proposed framework. The results presented should
motivate further such interaction-based optimization studies for
their routine use in practice.

Index Terms—Knowledge extraction, ‘innovization’, interac-
tive optimization, repair, multi-objective optimization.

I. INTRODUCTION

FOR practical multi-objective optimization problems
(MOPs), additional knowledge may often be available

from the users who have years of knowledge and experience
in solving such problems. However, such information is often
ignored by researchers while developing an algorithm due
to concerns regarding loss of generality. But computational
resources for design problems may be limited in time, cost
or availability. Thus, in many cases, it may be important to
use any available information that may help an optimization
algorithm in finding good solutions.

For complex single-objective practical problems, evolution-
ary algorithms (EAs) with generic recombination and mutation
operators [1], [2] may be too slow to lead to high-performing
regions of the search space. Good performance of an algorithm
in solving benchmark problems such as ZDT [3], DTLZ [4],
and WFG [5] does not always translate to good performance
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on practical problems. For such cases, creating customized
algorithms leveraging additional problem information is neces-
sary. Deb and Myburgh [6] proposed a customized evolution-
ary algorithm that exploited the linearity of constraint struc-
tures to solve a billion-variable resource allocation problem. A
micro-genetic algorithm [7] combining range-adaptation and
knowledge-based re-initialization was applied to an airfoil
optimization problem. Semi-independent variables [8] can be
used to handle user-specified monotonic relationships among
variables in the form of xi ≤ xi+1 ≤ xi+2 ≤ . . . ≤ xj .
Some techniques for combining EAs with problem knowledge
are given in [9]. Domain knowledge can also be semantically
annotated and injected into an optimization process [10].

Alternatives to pre-specifying problem information exist,
such as cultural algorithms which encode domain knowledge
inside a belief space [11]. Self-organizing maps (SOMs) can
provide information about important design variable clusters
[12]. Recent innovization studies [13]–[15] aim to extract ad-
ditional problem information from high-performing solutions
during the optimization process in the form of functional
relationships between variables, objectives, and constraints.

Interactive optimization is when the user, referred to as the
decision maker (DM), provides guidance during the optimiza-
tion [16]. Multiple ways to interactively specify information
exist, such as aspiration levels [17], importance of individual
objectives [18], etc.

Using additional problem information comes with a set
of challenges. An effective knowledge representation method
needs to be designed which can be used effectively by an
optimization algorithm. At the same time, it should also
be comprehensible to the user. Validating any user-provided
knowledge is necessary since the quality of supplied informa-
tion may vary. This reduces the possibility of a premature or
false convergence. The user may wish to periodically monitor
and review optimization progress as well as any learned
information. If necessary, the user can also supply information
in a collaborative fashion [19]. However, care needs to be
taken to ensure that any user feedback does not lead the
search process towards sub-optimal solutions. For large-scale
problems resulting in a potentially huge rule set, how do we
efficiently encode the rule information? How do we ensure
that enforcing one rule does not violate one or more of the
other rules? How can maximum rule compliance among new
solutions be achieved?

This paper aims to address the issues mentioned above
by proposing a generic knowledge-based evolutionary multi-
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objective optimization (EMO) framework with user interactiv-
ity (IK-EMO) for solving practical constrained multi-objective
optimization problems. Users can provide a preference among
the learned relationships. The possibility of learned and user-
provided knowledge being imperfect is also taken into account
and the algorithm can adjust the extent of their influence
accordingly. IK-EMO performance is demonstrated on three
practical constrained MOPs, and is also compared to three
other EMO algorithms.

II. VARIABLE RELATIONSHIPS AS KNOWLEDGE IN AN
OPTIMIZATION TASK

Knowledge is a generic term and can be interpreted in many
different ways depending on the context. For an optimization
task, here, we restrict the definition of knowledge to be addi-
tional information provided or extracted about the optimization
problem itself. In this paper, we are interested in variable-
variable relationships that commonly exist in high-performing
solutions of the problem. However, the definition of knowledge
can be extended to include the objective and constraint func-
tions too. A practical optimization task minimizes a number
of objectives and satisfies a number of constraints, all stated
as functions of one or more variables. Thus, understanding
the variable-to-variable relationships which are common to
feasible solutions (each represented by a variable vector) with
small objective values is critically important. A supply of such
knowledge a priori by the users, in addition to the optimization
problem description, or a discovery process of such knowledge
from the evolving high-performing optimization solutions, can
be directly utilized by the optimization algorithm to speed up
its search process. Moreover, if such knowledge is discovered
during the optimization process, users will benefit from having
this knowledge in addition to the optimal solutions of the
problem.

A. Past studies

Innovization is the process of extracting commonalities
among Pareto-optimal solutions, first proposed by Deb and
Srinivasan [13]. The basic principle of innovization is to gen-
erate rules representing inter-variable relationships in simple
forms such as power laws (xix

b
j = c). In [20], the authors

have proposed a method which is able to express relation-
ships involving operators like summation (+), difference (−),
product (×), etc.

Bandaru and Deb [14] introduced the concept of higher-
and lower-level innovization. A genetic programming-based
innovization framework was proposed in [20] and was applied
on an inventory management problem. An MOEA combined
with a local search procedure was employed in [21] to ensure
faster convergence. A combination of innovization and data
mining approaches were used in [22] to achieve faster conver-
gence. Gaur and Deb [15] proposed an adaptive innovization
method that treats the innovization process as a machine
learning problem and repairs the solutions directly, based
on the learned model. A combination of user guidance and
inequality relation-based online innovization [23], [24] was
used to solve three practical problems.

B. Structure of rules considered in this study

For an interactive knowledge-based optimization algorithm
to work, a standard form of knowledge representation is
necessary which is simple enough for users to understand
but has enough complexity to capture problem knowledge
accurately. Using algebraic expressions or ‘rules’ is one way
of representing knowledge and has been extensively used in
the ‘innovization’ literature [13], [15]. A rule can take the
form of an equality or an inequality, as shown below:

ϕ(x) = 0, (1)
ψ(x) ≤ 0. (2)

Any arbitrary form of rules involving many variables from
a decision variable vector (x) and complicated mathematical
structures of functions ϕ or ψ may be considered, but such
rules would not only be difficult to learn, they would also be
difficult to interpret by the user. In this study, we restrict the
rules to have simple structures involving a maximum of two
variables, as discussed below.

1) Constant rule: This type of rule involves only one
variable taking a constant value (xi = κi). In terms of
Equation 1, for the i-th variable, the structure of the rule
becomes ϕi(x) = xi − κi. This type of rule can occur if
multiple high-performing solutions are expected to have in
common a fixed value of a specific variable [25].

2) Power law rule: Power law rules [13] for two variables
xi and xj can be represented by Equation 1 as ϕij(x) =
xix

b
j−c, where b and c are constants. This form makes power

laws versatile enough to encode a wide variety of rules, such as
proportionate or inversely proportionate relationships among
two variables. Interestingly, an inequality power law using a
ψ function can also be implemented, but such a rule may
represent a relationship loosely and we do not consider it here.

3) Equality rule: This type of rule can express the equal-
ity principle of two variables xi and xj observed in high-
performing solutions. In terms of Equation 1, ϕij(x) = xi−xj
is the rule’s structure.

4) Inequality rule: This type of rule can represent relational
properties of two variables xi and xj as xi ≤ xj or xi ≥ xj .
In terms of Equation 2, ψij(x) = xi−xj or ψij(x) = xj −xi
are the respective rules. For example, the radius of two beams
in a truss [23] might be related via this type of rule.

After describing the chosen rule structures, we are now
ready to discuss the procedures of extracting such rules from
high-performing variable vectors and applying the extracted
rules to the optimization algorithm. A summary of their
representations and use in our analysis are provided in Table I.

III. PROPOSED INTERACTIVE KNOWLEDGE-BASED
IK-EMO FRAMEWORK

In this study, we restrict our discussions to multi-objective
optimization problems, so high-performing solutions refer to
the entire non-dominated (ND) solution set discovered by the
optimization algorithm from the start of the run to the current
iteration. Figure 1 shows the proposed IK-EMO framework.

The framework starts with a description of the multi-
objective optimization problem, as shown in the top-left box in
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Fig. 1: Interactive knowledge-based EMO framework (IK-EMO) showing user interaction, learning and repair agents. Blue
blocks represent a normal EMO. Green blocks represent the components responsible for knowledge extraction and application,
as well as user interaction.

the figure. In addition, if any additional problem information
is available, that is also specified. The penultimate step before
starting the optimization is to select a suitable EMO and
methods to algorithmically extract and apply any problem
knowledge. The subsequent sections describe the various com-
ponents in more detail.

A. User knowledge
Before the start of the optimization, the user may provide

some initial information which will affect how the framework
operates, details of which are given below.

1) Variable grouping: For a problem with n variables,
there can be n(n�1)

2 pairwise variable interactions. For any
reasonable-sized problem, such a huge number of meaningful
relationships may not exist. In practice, the user may be inter-
ested in only a handful of relationships that relate some critical
decision variables. In order to reduce the complexity, variables
can be divided into different groups Gk for k = 1, 2, ..., ng .
Each group consists of variables that the user thinks are likely
to be related. Group information is specified prior to the
optimization. If the user does not know how to construct the
groups, he/she can put all n variables into a single group. It
is then up to the algorithm to figure out which variables are
related. Inter-group relationships are not discoverable under
this scheme. Variables that are not part of any group are
assumed not to be related to other variables. For example,
assume there are two variable groups G1 = {2, 3, 5} and
G2 = {1, 4, 7} for an 8-variable problem. For G1 all pairwise
combinations (x2, x3), (x2, x5), and (x3, x5) will be checked
for the existence of any possible relationships. A similar pro-
cess is repeated for G2. Since inter-group relationships are not
explored, combinations like (x3, x7) will not be considered.
Variables x6, and x8 are not part of any group, hence they
are assumed not to be related to the other variables in any
meaningful way.

2) Rule hierarchy: In the proposed framework we consider
four types of rules as presented in Section II. The user may
be interested in more than one type of rule and have some
preferences among them. In that case, the user can define
a hierarchy of multiple rule types ranked according to user
preference. The existence of a particular rule type for one or
more variables is checked rank-wise. For example, if constant
rules are ranked 1, followed by power laws (rank 2) and
inequalities (rank 3), then the variables in every group will be
checked for constant rules first. The variables which do not
exhibit constant rules will then be checked for power laws, and
so on. For relations having equal ranking, a scoring criterion
needs to be used to determine which rule better represents the
non-dominated (ND) front and will be used by the algorithm.

B. Learning agent

A learning agent is a procedure used to identify different
innovization rules present in the ND solutions in a population.
The rules involve a single variable or a pair of variables, as
required by a rule’s description. Each type of rule (inequality,
power law, etc.) requires a different rule satisfaction condition.
A score (within [0,1], as presented in Table I) is assigned to
each rule to quantify how well the rule represents the ND set.
Different learning agents applicable to the rule types covered
in Section II are presented below. A summary of the various
rules, their scoring procedures and satisfaction conditions are
provided in Table I.

1) Constant rule: In order to learn constant rules, we have
to analyze the values of the variable under consideration for
every ND solution and check if one or more of them converge
to specific values. Since variables can be of different scales
and units, we need a generalized criterion to determine if a
variable is taking on a constant value. First, the median (~xi)
is calculated. The proportion of ND solutions which satisfy
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TABLE I: Rule types and the corresponding mathematical representation. X represents the set of ND solutions. xi and xj
refer to the i-th and j-th variables, respectively, of a ND solution x ∈ X . The corresponding variables in a new solution xr

to be repaired are labeled as xir and xjr, respectively. Normalized variables are represented by a hat (x̂i, x̂j). Higher ranked
rules are preferred while performing repair. The score (s) is a measure of how well X follows the rule in the representation
column. Satisfaction condition dictates whether xr follows the respective rule.

Rule type Representation Score Satisfaction condition

Constant �i(x) = xi − �i = 0 s�i
=

|Ai|
|X| , where Ai = {1 : ∀x ∈ X ; |xi − �i| ≤ �i}; �i = ~xi |xir − �i| ≤ �i

Power law �ij(x) = x̂ix̂
b
j − c = 0 s�ij

= R2 score of linear regression shown in Equation 4
�
x̂jr −

�
c
x̂ir

� 1
b

�2

≤ emin
ij

Equality �ij(x) = xi − xj = 0 s�ij
=

|Bij |
|X| , where Bij = {1 : ∀x ∈ X ; |xi − xj | ≤ "ij} |xir − xjr| ≤ "ij

Inequality (≤)  ij(x) = (xi − xj) ≤ 0 s ij
=

|Cij |
|X| , where Cij = {1 : ∀x ∈ X ; xi ≤ xj} (xir − xjr) ≤ 0

Inequality (≥)  ij(x) = (xj − xi) ≤ 0 s ij
=

|Dij |
|X| , where Dij = {1 : ∀x ∈ X ; xi ≥ xj} (xjr − xir) ≤ 0

|xi− ~xi| ≤ ρi is said to be the score (sϕi
) of the constant rule

xi = κi = ~xi. ρi is a small tolerance used for determining
whether variable xi’s value is in the neighborhood of ~xi. It
must be defined separately for each variable. An alternative
option is to normalize the variables and define a singular ρ
for the normalized variable space. To check whether a new
solution (xr) follows xir = κi, we check whether xir lies in
the neighborhood of κi using the condition: |xir − κi| ≤ ρi.

2) Power law rule: In order to learn power laws (xixbj = c)
we use the method proposed in [26] with a modification. Each
variable is initially normalized to [1, 2]. A training dataset
is created from the ND solution set with the logarithms of
normalized variables x̂i and x̂j as features, leading to Eqn. 4:

x̂ix̂
b
j = c, (3)

⇒ log x̂i = β log x̂j + ϵ, (4)

where β = −b is the weight and ϵ = log c is the intercept.
Normalization prevents 0 or negative values from appearing
in the logarithm terms. Then we apply ordinary least squares
linear regression to the logarithm of x̂i and x̂j . Linear re-
gression finds the best-fit line for the training data defined by
the parameters β and ϵ. In order to evaluate the quality of
the fit, we use the coefficient of determination (R2) metric.
A new solution (xr) follows the power law given in Equation
3 if the difference between the actual value (xir or xjr) and
the predicted value (x̂ir or x̂jr) is lower than a pre-defined
threshold error (emin

ij ). Table I shows the formulation for the
satisfaction condition.

3) Equality rule: Two variables can be considered equal
if |xi − xj | ≤ εij with εij being a tolerance parameter
for variable pair xi and xj . The proportion of ND solutions
following this condition is the score (sϕij

) of the equality rule.
The need to define εij for every variable pair can be avoided
if normalized variables are used.

4) Inequality rule: Inequality rules can be of the form xi ≤
xj or xi ≥ xj . The proportion of ND solutions satisfying
either condition is the score of the respective rules.

After the learning agent identifies specific rules from a set
of ND solutions, the rules can be used to repair offspring
solutions of the next generation. The repair mechanism for
each rule is described next.

C. Repair agent
Once the rules are learned from the current ND solutions by

the learning agent, the next task is to use these rules to repair
the offspring solutions for the next few generations. There are
two questions to ponder. First, how many rules should we use
in the repair process? Second, how closely should we adhere
to each rule while repairing? A small fraction of learned rules
may not embed requisite properties present in the ND solutions
in offspring solutions. But the usage of too many rules may
reduce the effect of each rule. Similarly, a tight adherence
to observed rules may encourage premature convergence to a
non-optimal solution, while a loose adherence may not pass on
properties of ND solutions to the offspring. We propose four
different rule usage schemes (10% (RU1) to 100% (RU4)) and
three rule adherence schemes (RA1 (tight) to RA3 (loose)) for
power law and inequality rules.

1) Constant rule: To apply a constant rule xi = κi to a
particular offspring solution x(k), the variable x(k)i is simply
set to κi, thereby implementing the learned rule from previous
ND solutions to the current offspring solutions. Constant
rules are always included in the rule set and used with tight
adherence.

2) Power law rule: For a power law rule x̂ix̂jb = c, one
variable is selected as the base (independent) variable and the
other variable is set according to the rule. For example, for
a particular offspring solution x(k), if x̂i(k) is selected as the
base variable, x̂(k)j is set as follows: x̂(k)j = ( c

x̂i
)

1
b . Despite

theoretically being able to represent constant relationships by
having b = 0, in practice, extremely low values of b can cause
the repaired variable x̂

(k)
j to have a large value outside the

variable range. Hence, in this study, we first check whether
a variable follows constant rules, and if it does, then that
variable’s involvement in a power law rule is ignored.

A repair of a power law rule is followed with three dif-
ferent confidence levels by adjusting to an updated c-value:
x̂ix̂j

b = cr. PL-RA1 uses cr = c (tight adherence); PL-
RA2 uses cr ∈ N (c, σc) (medium adherence), and PL-RA3
uses cr ∈ N (c, 2σc) (loose adherence), where σc is the
standard deviation of c-values for the power law observed
among the ND solutions during learning process. PL-RA1 puts
the greatest trust into the learned power law rule, whereas
PL-RA3 has the least amount of trust and provides the most
flexibility in the repair process.
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3) Inequality and equality rules: In order to repair an
offspring solution x(k), we have to select one variable (x(k)i ) as
the base variable and the other (x(k)j ) as the dependent variable
to be repaired. The generalized inequality repair operation is
shown below:

x
(k)
j = x

(k)
i + νr1(xUi − x

(k)
i ), for x(k)i ≤ x

(k)
j , (5)

x
(k)
j =

x
(k)
i − νr2x

U
i

1 − νr2
, for x(k)i ≥ x

(k)
j . (6)

Three different rule adherence (RA) schemes are considered.
IQ-RA1 uses νr1 = µν1 and νr2 = µν2 (tight adherence with
no standard deviation), which are computed as the means of
ν1 and ν2 from ND solutions during the learning process, as
follows:

ν1 =
xj − xi
xUi − xi

, ν2 =
xi − xj
xUi − xj

.

For IQ-RA2, νr1 ∈ N (µν1, σν1) and νr2 ∈ N (µν2, σν2)
(medium adherence with one standard deviation) are used,
where σν1

and σν2
are standard deviations of ν1 and ν2,

respectively. Both νr1 and νr2 are set to zero, if they come
out to be negative. For IQ-RA3, νr1, νr2 ∈ U(0, 1) (loose
adherence with a uniform distribution) are used.

D. Ensemble repair agent

Both power law and inequality/equality rules have three rule
adherence options for repair. For a new problem, it is not
clear which option will work the best, so we also propose
an ensemble approach (PL-RA-E and IQ-RA-E) in which all
three options are allowed, but based on the success of each
option, more probability is assigned to each. The ensemble
method also considers a fourth option in which no repair to an
offspring is made. The survival rate (ris) of offspring generated
by the i-th repair operator is a measure of its quality. The
greater the survival rate of the offspring created by an operator
is, the higher is the probability of its being used in subsequent
offspring generation. The probability ( bpir) update operation for
the i-th operator is presented below:

pir(t+ 1) = max

�
pmin, α

risP
i r

i
s

+ (1 − α) bpir(t)

�
, (7)

bpir(t+ 1) =
pir(t+ 1)P
i

pir(t+ 1)
, (8)

where α is the learning rate, ris =
ni

s

noff
, where nis and noff

are the number of offspring created by the i-th operator that
survive in generation t and the total number of offspring
that survive in generation t, respectively. It is possible that
at any point during the optimization, no solution generated
by one of the repair operators survives. This might cause the
corresponding selection probability to go down to zero without
any possibility of recovery. To prevent this, in Equation 7,
the probability update step ensures that a minimum selection
probability (pmin) is always assigned to each repair operator
present in the ensemble. Equation 8 normalizes the probability
values for each operator so that their total sum is one.

The learning rate (α) determines the rate of change of the
repair probabilities. A high α would increase the sensitivity,

and can result in large changes in repair probabilities over a
short period of time. A low α exerts a damping effect which
causes the probability values to update slowly. Through trial
and error, α = 0.5 and pmin = 0.1 are found to be suitable
for the problems of this study.

E. Mixed rule repair agent

A mixed rule repair agent is designed to work on two
or more different types of rules. Since multiple rules (for
example, an inequality rule and a power law rule) can show
up for the same variable pair, a rule hierarchy needs to exist as
defined in Section III-A2. Table II shows the rule hierarchical
rank used for all the repair agents in this study.

TABLE II: Rule hierarchy by rank for each repair agent.

Repair agent Rule type Rank

PL-RA1, PL-RA2, PL-RA3, PL-RA-E Constant 1
Power law 2

IQ-RA1, IQ-RA2, IQ-RA3, IQ-RA-E

Constant 1
Equality 2

Inequality (≤) 3
Inequality (≥) 3

Mixed (Power law and inequality)

Constant 1
Power law 2
Equality 2

Inequality (≤) 2
Inequality (≥) 2

F. User’s ranking of rules

The user forms the basis of the interactivity of the IK-EMO
framework. At any point during the optimization, the user
has the option to review the optimization results and provide
feedback to the optimization algorithm in one or more of the
following ways:

� Rule ranking: The user may provide a ranking of rules
(rank 1 is most preferred) provided by the algorithm. The
algorithm will then try to implement the rules in the rank
order provided by the user.

� Rule exclusion: The user may select to remove certain
rules provided by the algorithm, based on their knowledge
of the problem.

� Rule specificity: The user may specify details for consid-
ering a rule further. For example, the user may specify
that only variables having a correlation above a specified
value should be considered. Another criterion could be
to select all rules having a score greater than a threshold
as rank 1 and exclude the others.

In this paper, the proposed rule usage schemes (RU1-RU4) can
also be considered as artificial users [27] who select a certain
percentage of the learned rules every few generations. This
systematically illustrates the interactive ability of IK-EMO
while showing the effect of different numbers of rules used
for repair on the performance.

In the subsequent experiments, it is assumed that the user
instantaneously provides their feedback. However, in the real
world, this may not be the case. The user may require some
finite time to adequately process the results and gather their
feedback. Pausing the optimization algorithm during the user’s
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analysis process can result in losing out on useful function
evaluations that could have been completed during this overall
allocated time period. An experimental analysis of this issue
is provided in the supplementary document.

G. Variable relation graph (VRG)

The possible number of pair-wise relations among n vari-
ables is n(n�1)

2 or O(n2). Thus, for a large number of
variables, the amount of bookkeeping required to track in-
dividual pairwise relations is large. Moreover, the observed
relationships should not contradict each other. For example,
for inequality rules xi ≤ xj and xj ≤ xk, the transitive
property can be maintained by choosing to repair xj based on
xi, followed by repairing xk based on xj using Equation 5. But
repairing both xj and xk separately based on xi can potentially
contradict the rule xj ≤ xk. To solve these two challenges,
we propose using a graph-based data structure, called variable
relation graph (VRG), to encode and track relationships ob-
served between multiple variable pairs. A customized graph-
traversal algorithm ensures that all repairs are performed with
minimal or no contradictions. In the following sections, steps
1 to 5 show the process of using learning agents to construct
a VRG (learning phase). A learning interval (TL) is defined as
the number of generations or function evaluations (FEs) after
which a new learning phase begins. Step 6 shows the process
of applying the VRG to repair an offspring solution using one
or more repair agents (repair phase). A repair interval (TR) is
defined as the number of generations or FEs between any two
repair phases.

1) Create a complete VRG: A vertex (or node) of a VRG
represents a variable and an edge connecting two nodes indi-
cates the existence of a relationship between the corresponding
variables. For every group Gk of variables, all pairwise vari-
able combinations are connected by an edge. This will result
in a complete graph where every pair of vertices is connected
by a unique undirected edge. An example with two variable
groups (G1 = {1, 2, 3, 6, 8} and G2 = {4, 5, 7, 9, 10}) having
five variables each is illustrated in Figure 2.

(a) Group G1. (b) Group G2.

Fig. 2: Ten variables in two non-interacting groups are repre-
sented in complete graphs. Each node represents a variable.
An edge i–j represents the existence of a relationship between
decision variables xi and xj .

2) Rule selection: In this step, learned rules are used to
modify the VRGs according to two selection criteria. First,

all rules having a score (defined in Table I) above a certain
threshold (smin) are considered. Second, they are applied in
the order of user’s preference ranking. A connection may be
removed if it does not satisfy the selection criteria. If a single-
variable (constant) rule satisfies the selection criterion, then
the corresponding node is removed from the VRG and that
rule will be implemented separately. If no two-variable rule
involving xi and xj satisfies the minimum score criterion,
the corresponding VRG edge (i-j) is removed. An example
is shown in Figure 3, which uses the rule hierarchy for mixed
rule repair operators (third row) shown in Table II, except
that inequalities are ranked 3 for illustration here. A blue or
brown edge represents a power law rule or an inequality rule,
respectively. An edge ranking is also assigned based on the
rule hierarchy. In this case, edges representing power laws and
inequalities will be ranked 1 and 2 by default, unless overruled
by the user. Both graphs have a reduced number of edges after
the rule selection process is complete. Node 8 in Figure 3a
(marked in red) is found to have a constant rule associated
with it and hence removed. In Figure 3b, variables (x5, x9)
and (x9, x10) are not related by power laws having a score
greater than smin. However, they are found to follow inequality
relationships with a score greater than smin. Hence, they are
connected by brown edges. The rest of the edges represent
power law rules and are marked by blue. The approach to set
the direction of the edges is discussed next.

(a) Group G1. (b) Group G2.

Fig. 3: A blue edge represents that a corresponding power law
relation has a score greater than smin. A brown edge represents
a corresponding inequality relation having a high score. If the
scores for both types of relations are low, the corresponding
edge is removed. If this results in a node having no edges,
then it is removed, such as node 8 in Figure 3a.

3) Create a directed acyclic VRG: In order to apply a repair
agent to the VRG, it needs to be converted to a directed
acyclic graph (DAG). This step ensures graph traversal is
possible without getting stuck in loops. The members of every
group Gk are randomly permuted to create a sequence Dk.
If i appears before j in Dk, an undirected edge between
nodes i and j is converted to a directed edge from i to j.
In the example shown in Figure 4, two random sequences
D1 = (2, 1, 3, 6) and D2 = (10, 4, 5, 9, 7) are created for
groups G1 and G2, respectively. Since node 2 appears before
node 1 in D1, a blue arrow goes from node 2 to node 1,
as shown in the figure. This process is repeated for every
population member so as to create diverse VRGs.




