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The gait cycle of 28OF humanoid robot, namely NAO robot, consists of single support phase (SSP) and double support phase (DSP). Both
dynamic and stability analyses are carried out for this robdetiermine its power consumption and dynamic stability margin, respectively.
Constrained singtebjective optimization problems are formulated for the SSP and DSP separately and solved using particle swarm
optimization (PSO) and genetic algorithms (GA). érfprmance index, other than the fitness function, consisting of constraint values and
maximum swing heights also considered to compare PSO anddbfained optimal solutions. PSO is able to find the trajectories that offer
higher swing height for nearimilar power consumption during SSP. A performance assessment of each algorithm based on the best fithess
values in each generation across several runs is also carried out. These values are compared using the Wiktoraesgrdnd PSO is

found to fe statistically better than GA. The optimal solutions from the simulations are tested using the Webots simulator tthealidate
efficacy on stability. Moreover, an investigation of the influence of gait parameters on power consumption during SSPreveh[33Pat

the humanoid robot with a higher hip height, lower swing height, and slow pace consumes less power. The methodologyirdévslaped
generic and can be easily extended to other robots.

Keywords NAO Humanoid Robot; Single Support Phaseuble Support Phase; Trajectory Planning; Optimization; Particle Swarm
Optimization; Genetic Algorithm

1. Introduction

The humanoid robot mimics humans and walks on two legs for better mobility compared to the wheeled robot and
manipulator. It can navigaterttugh a variety of terrains, including stairways, sloping surfaces, obstacles, ditches, etc.
These advantages of having better mobility on uneven terrain have attracted many researchers. Research on humanoic
robots in bipedal locomotion for efficient andlanced gait planning for optimal power and maximum stability has made
substantial progress in the last three decades. NAO, a 25 degree of freedom (DOF) humanoid robot, could attract
researchers due to its high walking speed, improved robustness, enkadcednce, and programming capabilities.
Researchers have |l ong been interested in achieving a s
applications require completing the same task with better stability and less dneltyg.study an attempts made to

determine optimal gait parameters to minimize the power consumption by maintaining the dynamic balan¢®Bjgin
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of a 25 DOF NAO humanoid robot, version 6, developed by SoftBank robotics. Becausebalamied gait cycle
consuning a high amount of energy is not desirable.

The gait cycle of a biped robot consistssafgle support phase (SSP) atalible support phase (DSRJost of the
available literature on biped robots studied the SSP. Despite being a crucial phase, D®# fesgiattention, as it
consumes about only 1t Fof the total cycle time. DSP is essential in achieving steady locomotion when walking at a
moderate speed compared to high spk&te present work separately studied both cysigsSSP and DSP of a 25 DOF
NAO humanoid robot. The problem of D®&Psolved by considering two separate SSPdost of the studies considered
the hip height constant throughout the walking motion; hanen this study, the hip trajectory is planned,ty, andz
directions using cubic polynomial equations. This helps to understand the effect of hip movement in 3D space on an energy
efficient gait cycle. Robots' hip, swing leg, aaan motion were sirplified using the cubic polynomial trajectorieSSP
or DSP is the phase between two consecutive DSP or SSP, respectively. To link to the next walking phases, position,
velocity, and acceleration profiles are required at the start and end of the SSP. Th&S$ are very limited studies related
to the average speed required to maintain the desired DBMaverage peed is crucial for maintaining a DBM during
walking, and at a higher speed, the torque fluctuations are much higher. The motor may faih duelden change in
torque within a given period, which may bring some jerky moments to the fohigta few studiesonsidered theninimal
torque change to produce smoothness in the mdtience, a suitable constraint is atsmsideredo address therpblem
of torque fluctuation during higher speeBepulatiorbasedoptimization algorithmslepend on the initial population and
their respective parametekowever, an optimal solution may vary with the different initial populatidignited number
of studies are availablen thearms movemerfor improvingstability. This studyalso considered the effect@fmswings
ondynamic stability.Manyinvestigatos havenot performea gatistical analysiswhichis required taeorrectlyunderstand
their variations and suitability for a problem. The differences in the optimal solution for a problem provided by the
algorithm over multiple runs will help in its setéon for that problem.

A Constrairdsingle-objective optimizatiomproblemis formulated to minimize the power consumption while ensuring
the dynamic stability anchinimum torquefluctuation The formulated singlebjective optimization probleris solved
usingParticle Swarm Optimization (PSO) and Genetic Algorithm (@Afind the optimal gait parameters for minimum
power consumption separately during the SSP and B8He solving the singl®bjective optimization problenthe
maximum permissiblehange in torque within a given time interistonsidered as a constraint to be satisfied in order to
reduce the overloading or failure of the motne of the goals of this work is to determine the range of terminal velocities
to maintain a desired dgmic balance while using the least amourgafer. Minimum sagittaland lateral velociésare
found outto keep the robot in motion without faly in SSP andDSP.The movemenbf both arms hasbeen considered
for betterdynamic stabilityA comparativeand statistical analysisvebeen considered here for both algorithms. Wilcoxon
rank-sum tesis also performed to find the best algorithm statistically. Finally, a simulation in the Webots sinmal&tor
confirmed the stability and reported no violatiorthe joint limit for the proposed trajectories.

The rest of the paper is organized as folloBextion 2 reviews the existing studiend he mathematical formulation
of the problem is discussed in SectiBn Section4 deals with the mathematical statementtloé single-objective
optimization problem. Results are stated and discussed in SBc#ioth concluding remarks are presented in sedion

2. Existing Studies

2.1. Kinematic and Dynamic Analysi

Robot kinematics is basic yet essential to understand the rotmt&sment in 3D space. Forward Kinematics (FK) deals
with mapping the joint space into thB 3pace. However, Inverse Kinematics (IK) relates the 3D space to joint space. IK
is a relativelymore complex task for a high DOF robotic system with its joints placed in series compared to its FK. Many
researchers a tried different methodologies to Ise the problem of IK. However, an analytical solution is always
preferable to an iterative approach due to its accuracy and faster implementation. ResearcHatre d6lvad the NAO

robot using vector algebf®, human mimicking systerf) the cartesian trajectory of humanand optimization process

to convert the robot configuration from cartesian space to joint spheeinverse kinematics (IK) concept proposed by
Nikolaos et al® is employed in this study, as it provides exact il solutions that are useful for reshe execution.

Dynamic analysis, in addition to kinematic analysis, is essential for improved robot control. Hashemi and* Gaffari
focused on kinematic analysis and dynamic modeling by approximating thedrgjasing cubic splines for the NAO
robot . Joint anglesé simulation and inertial f dwases we
carried out in MSC Adams and verified on nteftatdath A@que ob ot
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and power calculations are challenging for biped robots due to highly nonlinear dynamics. For the high DOF, several
researchers dve attempted to solve the dynamics of a humanoid robot using different techniques. Researchers used
kinemdic human motion dat& SimMechanics of MATLAB toolbox®, referencemodetbased control desigh, MSC

Adams®, PD control law with gravity compensatidf LagrangeEuler formulation*®!4 NewtorEuler equations®,
ChaoticRecurrent Neural Networ¥, an d D 6 -Adses mithual warkdpsinciplé’ to perform the inverse dynamics

of biped robot. LagrangBuler formulatiorisused in this study to compute torque demand and average power consumption
by the actuators of dNAO robot.

2.2. Stability Analysis

Most bipedal systems had been modeled using analytical balancing techniques to maintain the dynamic balance by taking
the help of a basic inverted penduliR) 8 due to its simplicity, but the concept of the Z&lomentPoint (ZMP)*°
technique could reach popularity due to its accuracy for the-tmdly system. To declare a humanoid is dynamically
balanced, the ZMP should always be lying inside the foot support polygon.caMputation is crucial at each point to
stalilize the walking cycle of a robot. DBR?, or stability marginis a positive quantity that indicates how distant the ZMP
is from the support polygon. The robot is marginally stable if the ZMP is seen to be extremely close to the support polygon's
boundary; nevertheless, a larger value of DBM ensures greater stability.

Chunget al. 2> improved the existing method of ZMP calculation using Derldaittenberg (DHYbased recursive
Lagrangian method. The proposed method accurately evaluated the ratelaf amgmentum in the ZMP formulation,
and a simulation of walking and running motion provided more realistic bipedal motion-ERebimis??, a humanoid
robot, was optimized for ZMP, inertia forces, and geometrical constraints to improve dynamically balanced locomotion,
smooth transition, and stable walking. Liu and Urb&modified the walking pattern of the NAO robot using the three
dimensional motion of the upper body. They experimentally verified that the robot could walk with an almost stretched
knee with enhanced dynamic balance.

2.3. Evolutionary ComputationbasedStudies

Biped locomotion depends on several gait parameters. Researchers explored a range of strategies to reduce the energ
consumption of a dynamically balanced gait cycle to determine the best gait parameters. The evaluation of geometric
parameters, dynamic callations, and controllability are highly nonlinear, so evolutionary optimization techniques were
utilized to get the optimal parametelrstheir review study, Gonet al.?* discussed various potential improvements in the
efficiency and quality of evationary gait optimization and future research directigngait cycle is a synchronized
sequence of leg movement consisting of SSP and?®JRere are some transition phases between these two phases, viz.
contact and swing phadeigs. 1(a) through(d) display the walking cycle of a biped roblst.SSP, the robot is supported

by a singleleg, whereas in DSP, the robot is supported by both llegsstigators hae put in a lot of effort to explore the

influence of SSP and DSP on the dynamically baddrand efficient walking cycle of a talegged robot.

(a) (b (c) (d)

Fig. 1. A schematic view showing four phases of a locomotion cycle of a biped (ab8ingle Support Phasfg) Contact Phaség) Double Support
Phase(d) TakeOff Phase (where L and R represent left and right feet, respectively)

Many researchers hastudied the effects of SSP on the walking cycle of biped robots. Th&%S#as analyzed for
ascending and descending staircases usingcsofputingapproaches to generate dynamically balanced déasever,
these studiesiad not considered DSP/undavilli and Pratiha?® had analytically modeled the gait and optimized it to
maximize the DBM and minimize the power consumption using neural netandkiizzy logiebased approaches. They
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generated a dynamically balanced gait after considering the SSP and calculating DBM using the ZMP concept for a seven
DOF biped robot during ditch crossing. The dynamically balanced gait generation of seven DOligtedvas solved
using genetimeural and genetic fuzzy systems after analyzing the SSP for sloping surfaces by Vundavilli and ®ratihar
A few investigators hee studied the effects of DSPuo and Xia®! studiedboth walking phases (SSP ad8P) and torso
motion was controlled to reduce the energy consumption and maximize the dynamic stability at the landing. The simulation
confirmed the feasibility of the proposed method. The walking efficiency was better with a forward tilting of the torso
whereas backward tilting increased power consumptitmwever, the robot movement during DSRssimplified by
modelingit as an IPDSP was analyzed by Rajendra and Prafiheming PSO and GA during ascending and descending
of a staircaseThe laterhmovementvasnot considered in this studRaj et al3? used Real Coded GA (RCGA) to create
an optimal set of walk parameters for the optimization of energy and stability of the NAO robot for SSP, DSP, and transition
phases. They demonstrate a traffebetween stability and energy functiadowever, their investigatiafor the NAO
robot consider a constant hip height from the groiMdny researchers t1@ usedPSO and GA to find the optimal
trajectoriesfor energyefficient walking cycles. Dauet al.* generated optimal hip and foot trajectories using polynomial
interpolation. GA was used to find the optimal key parameters to optimize it further to reduce energy consumption. The
proposed method was verified on flat and slope walking simatid NUSBIRII biped robot.Theyhadnot considered
the lateral movemenPSO3%* was used in the gait optimization for omnidirectional walking on a modified Kondo-KHR
humanoid robotThey also considered arm movement as well as different walkingghageno additional optimization
approaches were utilized to compare PSO performafiee.assuring the least energy consumption,*®4as used along
with the motion/force control scheme to generate the optimal trajectories for thelisgvaiped waking on flat ground
and sloping terrainThe study found thatnergy consumption increased with the increasealking speed However,a
comparsonof the performance dBA with different populatiorbased optimizatiokechniquesnight have beenusefulin
determiningbetter walking parameters

There lad been a few prominent optimization methodologies utilized in decreasing excessive energy consumption,
enhancing walking speefinding the shortest pathand optimizing trajectoriesdemkeret al® and Wolff et al. 3 had
improved the walking speed of a 24 DOF and 17 DOF humanoid robot using the surrogate optimization method and
evolutionary procedure, respectiveluni et al.*® used the Bacterial Foraging Optimization Algorithm (BFOA) to build
the best navigation for the NAO humanoid rol8fOA utilizes the foraging ability of bacteria to find the shortest path in
the least amount of tim&he proposednethod was verified usingimulation ancanexperimental platformThe iterative
optimization method® was applied to a sevdimk biped robot to solve the high energy consumption. The trunk trajectory
was optimized when the given robot followed the desired ZMP trajectorythangd an energgfficient gait could be
obtained with the security of a balanced cycle. Rowetsall *° generated gait patterns, which consumed minimum energy
while body mass was concentrated on the hip of the humanoid robot. Silva and Mattadd analyzed energy
consumption while keeping hip height and sagittal velocity constant. Chatadr? analyzed the relationship between
forward velocity and step length with respect to consumed energyetund® took into account not just tHeast amount
of energy utilized but also the minimum change in torque. The former gait resembled human motion more closely, whereas
the later gait was more stable due to a smooth shift in link acceleration.

3. Mathematical Formulation of the Problem

Fig. 2 shows the lower and upper parts the NAO robot withthej oi nt ang!l es d Inasonshowg the onv e
positiors of lumped massed he lower part of the NAO robot has eleven D@hRereaghe upper part has fourteen DOF.

The pelvis joint ismadecommonin bothlegs Left and rightO"Qn & ¢ dQtdfmotanove independently dueasingle
actuatormovingthis joint, which directly affestboth the legs. Each leg has two joints at the hip,joint at the knee, and

two joints at the ankleThe R and L prefixes are used in conjunction with the joint angles' names to indicate their
connections to the robot's Right and Left sides, respectideyO r ob ot 6 s mass aratbkangd@anmitand di
official website 44451 represent the Center of Mass (CoM) position vedfdliar the concentrated lumped masgesin

kgon the'Q limb.
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Fig. 2. Line Diagramof the lower and upper parts thfe NAO robot withlumped masse€oM positionandj oi nt angl esd naming

The robot's left and right halves are symmetrical, and the nf&ssfethie corresponding limbs are the same on both sides.
The NAO robot is made up of 25 lumped masses in tBtadh leg consists of six lumped masgesPelvis, Hip, Thigh,
Tibia, Ankle, and FootShoulder, Biceps, Elbow, Forearm, and Hand are the five lumped masses that make up each arm.

Torso, Neck, and Hekere the other threkimped massedhe friction during SSP and DSPassumed to be sufficient to
prevent slipping.

3.1. Single support phase

Fig. 3 shows the kinematic modfelr the lower and uppepars of the NAO robotduring SSPThe swing leg trajectory is
shown to move fromw to @ and attended a maximum swing height (  in the mid of the trajectory®d is the hip
height.DH parameterareused to assign a coordinate systeraach joint of the robot, and kineraanalysids carried
out to realize the humanoid robot's motiBour parameter® of classic DH convention, namel/iQ b and  areused
in translating the coordinate fron2 p  link to "Q link. The transformation matrix of th& link with respect to
‘Q p linkis expressed as follows:

YoYE Gh—TYE O&Q YE ah UYL @ &5 p
Fig. 4 shows the overall dimensions of a 25 DOF Humanoid Robot, consisting of two legs, two hands, one torso, and one
neck. It also shows DH parameter setifay the lower and upper parf the robotTables 1 and2 contain the information
related to the link and joint parameters for It and right legrespectively All the dimensions are imm.The hp joint
is located in the-direction from the Pelvis at ™ & (left hip) and v T & (right hip). Thed-offset from the Pelvis is
keptequal top ux a. Lengtha andd represent thigh and tibia lengths, respectively. [Rheolution for the left leg chain
is explained below. The left leg chain is considexsd serial manipulator, where the left leg feetves as therigin/base
frame and the torso is treated as an-@fiiector. The concept of carrying out thi& for NAO is taken fronKofinaset al.

36 0 M M denotsthe translation iy &y andadirectiorsby 0 , 0 , and0 , respectively)Y %o representthe rotation
matrix aboutQ axis byan angle¥%o

C
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Table 1 DH Parameters for left leg chain frdm"O¢ t© Belvis

Joint Frame — Q | @
Base 0 "O¢ ¢ o o Tt @ w
Rotation matrix Y CR2)Y (")
1 06&QaQ" — 0 2 0
2 0o6¢&QaQl — 0 0 ap @M
3 doeQEdt  — 0 0 &(100)
4 0 "'0Qn Qe — 0 “12 0
5 00Qn'Yécec — “/4 0 “ /2 0
6 00N GOt — “/2 0 3 /4 0
Pelvis o mh v fipu

Table 2 DH Parameters for right leg chain from Pelvi$®&O¢ ¢ o

Joint Frame — Q | (%)
Base U0 Qa0 Qi 6 mh vfigu
Rotation matrix Y ("14)
1 YOO oot — /2 0 “I2 0
2 YOoQnYée — /4 0 “12 dpmm
3 Y'oQn ©ae — 0 0 apm@m
4 YO & QQUD — 0 0 0
5 Yot Qa@l — 0 “ /2 0
6 YO & Qa Q" — 0 0 0
Rotation matrix Y)Y (*12)
Y'O¢ € 0 6 i 1 @ w

Let"Y denotes the transformation matrix'@f joint with respect téQ joint. then"Y I R

Y O Y < Yo CYYYT'YTY'YO C

After removing the knowmomogeneous transformation matriees and 6 by pre andpostmultiplicationto T
maintairing their sequence. The new transformation masristenoted byY A postmultiplicationto “Yby *“/4 inthex-
axis will helpin aligning the z-axis with the yaw joint, and #ttransformation matrix is denoted by Bothhomogenous
transformatiormatrices (Yand™Y are given below

Yo Yo o
4w - T

If thehip position is set aheorigin, thend denotsthe distance betwedhehip and ankle joint as

Q LS (T T Yo T "Ya v

TheIK of the NAO Robot is solved analyticafyusing vector algebra to convert the robot configuration from Cartesian
space to joint space as given below

. ., 0 a Q
— WE i —
cad ¢
— 0® _"Yzﬁa X
“Yaiy
Y Y -—%Y = Y P
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Eqgs (6) to (14) areused to find the joint angles for the left leg. Similarly, the required joint aagée®mputed usindK
analytical solutior? to reachY "O¢ frain the knowrd Q & .0 Qi

When the robot is walking and considering only one walking cycle for the movement on plain ground, the joint angle
is calculated from the hip and swing leg trajectories using IK. The joint angles frareliilized to carry out inverse
dynamics. To compe torque requiremestt different motors of the NAO robot, various components, such as inertia,
Coriolis/centrifugal, and gravityaretaken into account. The angular velocity and acceleration of the ggdetermined
by numerical differentiation gser the given time interval.

ZMP

Swing Leg

Trajectory

Fig. 3. A schematic view of thapperandlower part ofthe NAO robot duringthe Single Support Phase
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Fig. 4. DH Parameter settinand overall dimensiorisr the upper and lower part of the NAO robot.

Theinverse dynamicis solved using the Lagrangguler formulatiorf® as given in Eq(15).
t a D4 # #4084 G (9
cidE

where'Q plth8 & Q¢ "Q800,iQ , andd represent inertiagoriolis and centrifugal, and gravity terms, respectively,
whose expressions are given insHd 6) to (18).

D.= & TrU,J,u)) (16)
j=max (¢ )
ha= & Tr(chdeUD 17)
j=max {¢d)
=a(moy /M (18)
j=i

where'®§Q pltf8 FE joints. Jis the inertia tensor’™Y 1 "YWt 1 ; g is the gravity column matrix, whicis alongthe
negativez-direction; & is the mass ofQ link. J-Jl’_ is the CoM position vector for th€@ link. The whole robois

considered a sevdimk modelfor dynamic analysisonsisthg of the left foot, left lower leg,left upper leg, torsoright
upper legright lower leg,andright foot. It is assumed for the purpose of analysis to be a serial manipulatorZ®E2
starting fromleft foot (LFoof) to right foot(RFoo) (athough eleven independent motargconnected to these joints and
thepelvis jointis made common to both the legg) "O¢ is taken as a base, and the tdssconsidered atheendeffector
of a serial manipulator, and after reaching the torsoYtf@¢ & considered as ereffector.Because the robdg walking

in a straight path, both legs' hip yaw pitch anglessalmost zeroTorque variatiosfor botharmsarealsocomputed using
Eqg. (15). The force distributions of the foot on the ground could be reduced to the resultari faregoint of attack,
which needs to be in the sole of support polyganshown in Fig 3 and 5.
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Fig. 5. Definition of Zero Moment Point and Dynamic Balance Margin

The ZMP is a location on the ground whereshmof all moments of forces and momentubesome®qual tozero.ZMP
lying within the supporting polygon's sole helps the bifmekkeepit in its stable positioni and® represent ZMP
in w(along the length of the foot) ana(along the width of the foot) directisnrespectivelyZMP alonggheéoandd}axes
can be determined using £q19) and (20) O denotes the moment ofdrtia ofi!" joint (in kg-m?),]  is the angular
acceleration of joint (in rad&?), & denotes the mass fjoint (in kg), @ , &) are the coordinates df lumped massy is
the acceleration due to gravity (insh)/ £ is the totahumber of joins, a is the acceleration of' lumped mass in the z
direction (m#), andw is the acceleration ¢f' lumped mas thex-direction (mg?) 6.

The forwardandsideways mtion of the robotareconsidered imbandy-direction respectively g-axisis taken along
the height of the robo#s previously stated, DBM is the minimum distance between the ZMP points and the support
polygon's boundary, ardd  and®  represent the DBM iandwdirection,respectivéy. DBM in wandwdirections
arecalculated using Eqs2{) and @2) based on support leg position and ZMP points. Moreover, the combined CoM of
the whole robois calculated using Eq28). DH parameterareuseful in finding the CoMbosition of each linkin Eq 23),
nN A is the position of the center @® mass.d | is the momentum of th€® point mass. Differentiating the Eq.
(23) yields Eq. 24). Total momentunD of the robot by considering all the point mas&egiven in Eq. 25). The
relationship betweetthevelocity of the robot and linear momentum can be easily establistiregl Eqs. Z4) and @5). The
equation ofthetranslation motion of the robatan be obtained by differentiating EG5) with respect taime. & 1) is the
external force™® in N acting on théQ point massThe sum of all the external forces acting on the rabdenoted byO
in Eq. 6). The gravitational force is equally applied to all thenped massesf the body and will always be there
regardless of theobot's motionhence it can be considered separately from all other forces. The acceleration due to gravity
is taken inthe negativez-direction and itis set equal torfvth «® in Eq. @7). O is the total masef the robotin kg.
HO represent the ground reaction force (represente inyFigs. 3 and 5and has its component iduhand o-
direction Fig. 6 shows théoot dimensions, lower and upper bounds of ZMP values based on the foot coordinates.

Ximp = X; — 0.05 Xfup = X; + 0.1

100 mm

Yiip=Y, +0.04]

Support Polygon During SSP

(b)
Fig. 6. (@) NAO Robot foot dimension anp)ZMP6s hi gher and | ower bound bas €@dedmepresenéthesuppor
highest and lowest ZMP possible in thandy directions based on the foot coordinates. The darker region shows a safe zone.
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AW mx(z 9 mixz

Xowp = = p— (19)
am(z- 9
i=1
Alw my(z 9 myz
YZMP = = i (20)

Amz- 9

i=1
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am
i=1
amp
C=41 (24
am
i=1
Pi=a mp (25)

i=1

Pi=&mp =4f

i=1
Pi=F (26)

Pi=Mg + @7)

ZMP is important to verifythat the generated gai$ dynamically stable. Moreovethe locomotionof a biped robot to
move from one place to another place requires suitable trgjgadmning for the swing leg and hip to move ahéaait
Pattern generation directly influences the quality of motion for a biped abstown in Fig. 3, the swing légsajectory

is designed using the cubic polynomiahéke trajectoriedefined theforward advancement at any given point. The initial
and final velocitiesaretaken as zero to avoid any jerky movement. The swing Batkle trajectoryfor right legcan be
represented bydd o h T8t b & . 0 is thex-coordinate of the ankle position ihe sagittal planes a function
of timeand® & is the me@ement ofg-coordinates based aizcoordinates; it helped in moving the leg in a vertical
direction according to ite-coordinates. Here, bogandz-coordinatesareassumed to followubic polynomiad. Similarly,
hip trajectory in 3D space can be representeddbyo o 6 o 6 . Hip motion in the sagittal, lateradnd vertical
directiorsis planned as a cubic polynomi&ince the right legs the swing leg during SSP, the rigintnis moved in the
opposite direction of the robstmovement. Only’Y& 6 & Q QD aniO @w ¢ U Aré dtikzed during the motion.
& 6 & QQiis'Kepticanstant at 8 ¢ ¢ Tr theright andm& @ & Tr the leftarm 'Y O & o € 0iskdpt fixed at
p®& i wfartherightand p®i ®fartheleft arm Left and right Wrist Yawarekept at zero. Shoulder pitch and Elbow
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Roll movementareassumed to folloveubic polynomiad. Four boundary conditions are required for ankig, andarm
trajectoriedo find all the coefficients.

Table 3lists all the cubic trajectdes and theirrespectiveboundary conditionfor ankle, hip andarmmotionto find
the unknowncoefficiens. Here,0 denotes the initial timed is the final time duration for one cycle andw are the
initial and final positions of the swing leg, respectively. whiere @ “Y; and’Y is the Step Length kepgual to 0.06
m. These two values, namalyandw are dependent on the distance covered by the swing leg. The swing leg traveled a
distance fronw to @ equal to Stride lengthlY  denotes the maximum swing height achieved at the mideofwhing

leg trajectory The support leg is kept fixed ab —Fhr8t & during the entire swing leg movement. The hip traveled

from® 0 to® O .Qrepresents the initial and final hip height and is kept as same for the repeatability condition.
& ho and® are the starting velocities idhchand ¢-directions, respectivelyo o and are the end velocities in
ofuhard a-directions, respectivelyAfter getting the hip and swing leg trajectories, IK is used to find the joint angles of
both the legs to reach the desired hip and swing foot positionnfavementsareprovided directly at the joint space. The

DH Parametesetting for the left and right arms is shown in Fig. 4. The joint and link parametens(ifor the left arm

are given inTable 4 Shoulder offset Y (9&m) and Elbow Offset Y (1Bnm) need to be taken negative for the right arm.

Table 3 Swing leg arkle, hip, and arms trajectory plannjramd their respective boundary conditions

Sr. No. Ankle, hip andar m éragectories Boundary conditios

p ® o0 W WO WO Wo ®» o o ®,0 0 mMmh o T

C OO O OO DO R He MO Y MO Yo, 0 w s

o O 0 ® WO WO wo ® o0 O wH4d o ® oft,d 6 w,® o ®
T ® o0 W WO WO wo 0 T8ighb,® o WMcL,O® 0 ©,0 0 ®

v ® 0 a a0 ao ao o M o MO o w,d o @

0] — 0 A NOo RO no — 0 i O o pl @& 0 mw— 0O s

X — 0 | | 0] 0 | o — 0 ™M dJd O o i O 0 m— o T[
] — o0 f T o1 o6 10 — 0 pi O o ¢l O 06 m— o s

W — o0 [ 1 o071 0 10 — 0 TU O 0o M4 a0 m— 0 I

‘Trajectoriesare planned in cartesian spatmjectoriesare planned in joirspace

Table 4 DH Parameters faheleft-armchain fromd & 6 a @ATO0HE Q

Joint Frame — Q | @
Base 08 6aQr 0 mwip mm
Rotation matrix Y (12
1 08 6a'QQn — 0 “ 12 0
2 0®oaQQi — “/2 0 “J2 pu
Translation inz-axis A (0, 0, 105)
3 Doaéve — 0 “ 12 0
4 DoOa@év" — “/2 P& 0 L BU
Rotation matrix Y (1Y (112)
5 0 @i Qi 0¢ — VU “I2
0 0mE Q ‘12 0 0 0

All the starting and end velocities ¢ chandd directiors aretaken as decision variabledong with the hip height. Also,
maximum swing height and time spent in S8€consideredisdecision variables for stable gait planning.

3.2. Double support phas

The DSHis analyed using the concepf Rajendra and PratihdrThe schematigiew of DSP is shown in Figr. All the
length, mass, and CoM position vectarekeptthe sameasthat,asdiscusse@bovefor the SSP The DSHs assumed to

be consisting oftwo SSPsfor the purpose of analysi® andd denote the distance of the projected point of the trunk
massfrom the left and right footrespectivelyin the sagittal planeSimilarly, @ and@® representhe distance of the
projeded point of the trnk massfrom the left and right fogtrespectivelyin the lateral plane. The robot wi#t8 lumped
massegsix on each leg, five on each arm and torsmodeledas two serial manipulatotaving12 massegach.On the
torso, theneck and head massare also taken into accounthe maement of the robot and its dynamic balarare
considered in both directionhe first SSP considered the left leg, left aamd torsoAt the same timethe second SSP

is considered by takintheright leg, right armand torsoln DSP, the robot carries its total weight on both |&d& torso
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massi is distributed in two partsamelyd andd ontheleft and right leg, respectivelyThe load of
the robotis distributed in thdateralplane based on the position of foot placensngiven in Eg (28) and (29)

— m, orsoYL
m = _Torso L 28
orsq Y|_ + YR ( )
— m, orsoYR
m. =__OBU R 29
orsgg Y|_ + YR ( )

Similarly, it can be distributed ia sagittalplanebased on foot positioriQ and"Q are the ground reaction force vectors
actingbetweerthetip of theleg andtheground passing througthe ZMP.The forcesQand™Q are acting on thieft and
right leg, respectivelyThe feetareassumed to have hard point contacts with friction with the grotndQ and™Q are

the components ofround reaction forcéQ in x, y, and zdirection, respectively wheras 'Q , "Q andQ are the
components of ground reaction foréein X, y, and zdirection, respectivelyThe external force vectdOactingon the

robotis assumed to have the comporsag™O  "ORORO , which can be calculated using Eg6). The earlierstudy?
useda composition metho®®t o det er mi ne t he Thdypeaedminedotieovholmo del @i I1ZiMPy .|
considering the intersection point of these two fortfeke forceswere found to bparallel, then a concept of Virtual ZMP
S0 wasalso introduced on necoincidental planes
This study utilized a slightly different approadforces ad momentsare balancedusing a similar approach utilized
for the SSP to find the ground reaction force and ZMP points separatelyefi@it and right footTwo ZMP positionsare
initially determinedusing E®. (19) and (20)for theleft and right leg after considering it as two SSPs. The valua of
Egs. (19) and (20)is taken as 124 is replaced by ora , depending on the left or right leg analysis
respectivelyThe determinedy andry are the ZMP positias of left and right legrespectivelyasshown in Fig. 7Since
the robotis assumed twalk on a flat surfacehoth 1y @& § arekept equal to zeroThewh ol e modisel 6 s Z

determined bgetting thex andy componentsf the momenabout point) 1) ) i}  to zerc®™. The equationssolved
(Egs. (30) and (31¥prn andn asfollows:

- pLx sz + prfRz

30
pX sz + fRz ( )
py - pLy sz + pRyfRz (31)

sz + fRz

where
p. =[P B AL
Px =[ Pre Pry Prl"

] is the position of the combined ZMP during D@Rdthe value of) is taken as zerm Ecs. (30) and (31) If the right
leg becomeshe swing leg, the vertical component of ground reaction foi@é ill be equal tozero, themy andr in
Egs. (30) and (31)wouldcoincide with the ZMP of the left leg (Support Leg) andtesidered a§ andn ,respectively.

It is to be noted that if the hip position lies within the double sugymygon, then the robot will be dynamically balanced.
However, to be stable during static standing, CoM's vertical projectitimegmound should coincide with the ZMP lying
within the support polygott. DBM during DSP is determined, as showrfig. 8 (b).
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Support Polygon

2

\JG
g

Right Combined ZMP
Foot
Fig. 7. A schematic vievduring the Double Support Phase

The hip trajectory in the DSP followed a similar cubic polynomial, as explained duringd®8® the hip trajectory
and location of both feetreknown, IKis utilized to find the joih angles required to reach the hip location from its foot
position.Eqs (6) to (14) couldbe used to find the joirtnglesfor theleft leg andasimilar methodology anbe utilizedfor
the right legexcept th¢ hwhich wouldbeequal too* /4, and'OQr) £ "Q"@BO@mM)@nd'0'QN ¢ "Q'@5®@im) dhould be
positive. The position of the hips found with respect to ankle joint§he hp trajectoryis assumed to followcubic
polynomial asgiven inTable 5 The tip ismoved fromtheposition 1@t rdt ¢hd  to T B @1 ¢hd . The ams 6
movementarealso provided, similar to SSP. Shoulder Roll, Elbow Yaw, Wrist deskept constants discussedbove
in SSP. Shoulder pitch and Elbow Roll movemargconsicered & cubic polynomiad in the joint space, and to find the
unknown coefficients, their respective boundary conditions are listédhile 5

Table 5 Hip andarnis trajectory planning and their respective boundary conditmfisd unknowncoefficients.

Sr.No. Hpand ar més Tr aj e c tBoundary conditions

p ® 0 ® WO WO wo OO T ,H O ™md,d o0 @,d 0 @

q ® o0 W WO WO wo ®o Tmeich,d o mch,d®o0 «,d o @

o} ® 0 a ao ao ao ® o Qb o NG 6 »w,h o W)

T — 0 [ /RO RO nRo — 0 pl OO PRl B 0 m— 0O n

v — 0 | | 0] 0 | o — 0 ™1 O 0 ™MT O 0 m— o n
¢ — 0 1 f 01T 0 1o — 0 ¢l O o PRI O 0 m— O s

X — 0 [ [0 0 60 — 0 mMd O o ™MT O 0 m— 0o LS

‘Trajectories are planned in cartesian splicgectories are planned in joinpace

In DSP, the torso massdivided into two partsas explained abov&Vhen the hip ipositioned between the legs, the
mass values change based on its distance from the right and leftHedésser the distance from its next support leg, the
more will be the torso mass for that leg. Just before this stage, the right leg was the swing leg, and in DSP, it touched the
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ground, and the torso started to shift from the left to the righTlegtorso masss distributedon both legsisingEgs. (28)

and (29) The left and right legareconsideredisserial manipulators of 6 DO&ach Joint anglesarecalculated using IK

as explained aboyéor the left and right leg The obtained joint anglese used to compute torque requirensaing Eq

(15) separately for the left and right edimilarly, torque variations for both arnasealso computed using EdLH). The

DBM can be calculated after getting tbembinedZMP points. The support polygon during DSP is larger than SSP, as
shown in Fig 8.

- Critical
Safe

(a) (b)
Fig. 8. a) Support polygon during Double Support Phase with Critical and Safefdotiee ZMP pointsb) minimumdé  and®  values based on
left foot, rightfoot, and ZMP coordinatest o and & Fid are the left and right foot codinates.

Thus, the stability margin is higher in DSP, and the robot canadligher speed to shift the torso from one leg to
another. The area shown in the lighter and darker color marked the safe and critical regions for ZMP points, respectively,
as shown in Fig8(a). TheDBM is calculated during DSP by considering the minimum stability margin availak ki
y-direction. The minimum distance considered for DBM during DSP will determine whether the robot will be stable or not.

It is decided based on the ZMBimts, left foot, and right foot coordinaeas shown in Fig. 8(b).

4. Mathematical Statement of Single Objective Optimization

A single-objective optimizatiomproblemis formulated to reduce power consumptigrmaintaining dynamistability and
not exceedig a predefined maximum torque fluctuation during SSP and DSP sepaviisdpver, each of the joint angles
should lie within its respective range.

4.1. Single support phase

When the robois studied in the SSEhe predefined valugfor theinitial & and final @ hip locatiors areprovided

in wdirection. Thew-coordinatas keptfixed for both initial and final hip location3he kateral sway motion dhehip is
alsoconsidered to realize a 3D dynamic walking of the roHete, the robot iskanging directioralongthe y-axis (refer

to Fig. 3, and a positive and negative velastwill help to change the direction. However, the velocity (in the sagittal
plane) must be positive throughout the walking motion when moving in a forward diréaiorelocity inthecdirection,

we can take only positive values. Similar to vertical motion, if the hip height needs to be traveled upward or downward, a
different combination of velocity is required. Fearrying outthe analysis in SSRhe Left foothaving thecoordinats of

T8t qrdt it isconsidered as a support leg. The Right(fgng leg)is moved from 8th 1@t it to 1 § T8 I
andcovereda distance of@® q .

The amount of power consumed WY joint has been computed as the product of motor torgbie and angular
velocity 1 . The amount of heat lossalsocomputed and the average power consumption over a cycle of time patiod
is consideredas the objective functiob, asgivenin Eq. (32). Here,U is constant, and its valisassumed?to be equal
to 0.025.The singleobjectiveoptimization problenduring SSHs mathematically stated as follows:
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Minimize P =& %@Tq 1] K2t (32
i=1
subject to
n n n .
vt p& 0 a,
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wherg X, X,,..., X% are the decision variables,
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Theparameterw represerghip height..o andw denote the initial and final velocities associated with the hip height
respectivelyw andw representhe initial and final sagittal velocities, whereasand® indicate the initial and final
lateral velocitiesw andw denotethe maximum swing height and time spent i8SP respectivelyr]  andn are
the minimum and maximumijat rotatiors measurethi @ ‘Q "@i@ joint (refer toFig. 4). The first joint of} corresponds
t0"0"Q1 & ¢ UCAr otler jointSvaluesarecountedor the left and right legby following the order fronthehip to ankle
jointdés angl e aretakemifrom theDfficealovebsité.al u e s

A cycle timeis divided into ten equal parts. Supersaigt'‘Qandd 0 ‘®@presenthe minimum DBM and Average
DBM during cycle time. Combining botime constraints for BM (minimum and averagethe robot should never attain
a zero DBM and maintain an averaggue eitheequalto or more than 50% of the maximum possible DBM. s the
maximum possible torque fluctuation f& joint in 'Q time interval. The lower and upper bounds for hip heiginé
selected based on the reachable space by the robot without violating the joint limit constraints. The maximum hip height
achievable with the stretched legw® o @ ; however, the robotazild not moveatthis height. A suitablepper boundor
hip heightis considered, and the two more decision variables associated witidifurtherincrease or decreasaniithout
violating the joint limits. TheNAO Devils Team from Germangchieved a marium forward speed of 0.4447/i Qi
RoboCup 2010as reporte@ in theliterature, and the initial and final velocitiaeekeptwithin this rangeFor the purposes
of this study, the maximum swing height and sanglupport timarespecified a®.030 m and 4 seconds, respectively.

4.2. Double support phase

A single-objective optimization problem for DS®also formulated to minimize the power consumpfiefer to Eq(32)),
when the torso shifts its position fraitme Left (previous spport leg)to the Right Leg(next support leg)The positios of
the left and rightde considered during DS&re T8t grdt bt and T & 18t it |, respectively The hp is moved
from position T@t rdt ¢ to T M ™8T ¢ . The hip movemerisin threedimensional spa¢@sin SSP.The
single-objectiveoptimization problenduring DSHs defined agollows:
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Minimize P (refer to Eq. 82

subject to
n n n
vt p& U ah
) m8ia h
) m8ia h
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Here, X, X,,..., % are the decision variableBhe parametsused herarethe same athat of the alreadylefined for the
SSP case. However, hete represergtime spent in DSPand there is no swing height trajectory since both legs are on
the ground. Moreover, the stability margin during DS€xigected to be motbanthat ofSSP, so the constraints functions
related to average DBldremodified accordinglyry andry  are the minimum and maximum joint rotatsgrossible
for ] joint, which waskeptthe same ashatmentioned for SSP.

4.3. Constraints considered duringhe single and double support phase

We considezd the following sixfunctionalconstraints for singlebjective optimization during SSP and DSP. The first

two constraint@rerelated to joint limits and torque fluctuation. The last four constrai®cused on the DBM.

1 The joins should move within their allowable rangd@$e violation of tleseconstaints would affect the walking
motion

1 The fluctuation of torque should be within the specified limit. The violation of these constraints means the robot needs
a sudden torque requirement, which might affect the motion dilve tooto® failure.

1 The motion should be dynamically stable. It must maintain a po$i8M in the wandwdirectiors during SSP and
DSPin a cycle The violation of these constraints affects the robot's stability and signifies that this ratidtalanced
at least in netime intervak, despite maintaining the desired average balance margin.

1 The Average DBM in thebandwdirectiors should always be equal to or greater than 50% of the maximum possible
stability margin during SSP. The Average DBM in both directionsikhbeeitherequal to or greater than 0.08 m
during DSP. BottbBM constraints will ensure dynamic stability throughout the motion.

5. Results and Discussion

Metaheuristic algorithms are employed to solve this optimization prolf&@>%* is one of the mdgopular swarnbased
evolutionary algorithms used for optimization. Each swarm consists of several particles, which séad@hénsional
space with different velocities. Each particle tteamemory to track its current best position. Asdleaeration progresses,
it modifies its position by wupdating i t BheRSOlalgocithmiythe whi I
MATLAB environmentis obtained from YarpiAcademic Source Codes and TutoriZlsThe constant inertia vight,
personal learning coefficient (cognitive parameter), and global learning coefficient (social parane¢td®n as 1, 1.5,
and 2, respectively. The swarm size and the maximum number of iteratémmnsidered as 50 and 200, respectively.

GA is arother popular optimization technique for finding the optimum solution. Binaded GA is not suitable for
representing large dimensions with continuous search space. THRE@A is used in this study to deal with the real
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parameters. Several versionsREGA are available in the literature with different crossover and mutation operators.
Different versions of RCGA were used in this study, but RCGA consists of simulated binary crossovet®(8BX)
polynomial mutatio” is found to be more efficianThe generated solutions for the next iteration depend on the probability
distribution, which was assumed to be polynomial in nature. The distribution indices for simulated binary crossover and
polynomial mutatioraretaken as 2 and 20, respectively. @pplation size of 50 and 200 generatiansconsidered to get

an optimal solution.

The performance and optimal solutions obtaibgtothoptimization algorithre arediscussed separately for SSP and
DSP.The optimal solutions obtained using PSO and &@also evaluated to compute the constraimtisie and a few
desirable parametetas giverin Tables 7 and9 for SSP and DSP, respectivelyor these two walking phasékesolutions
obtained byPSO and GAare examined for their influenseon power cosumption. ThePSO and GA solutiods
improvementacrosshe generations of gait parametésautilized to find a relationship between power consumption and
gait parameters.

Apart from thatthe performance dalgorithmsis also compared over severans.Elevensets of the initial population
were generated at random. Both GA and R&&lsed to optimize separately using se¢ oftheinitial population There
arellsets of results fahe GA and PSQeachfrom all 11 sets ofheinitial population.The GA and PS@restarted from
the same initial population in eachnrurheir median performandgrecorded to give equal opportunity to both algorishm
to find a better solutionThe population's B and 7™ initial ses arefound tobe responsible for the median performance
during SSP and DSP, respectivelese optimal solutionsarereported in Table6 and8 for SSP and DSRespectively
The SSP and DS&eanalyzed separately to study the efadthip height,swing height,andterminalvelocities insagittal
andlateral planes?SQOis found to bemarginallybetterthan the GAduring SSP and DSP.

5.1. Single support phase

As explained above, GA and PSO aldumisareused to run with 11 sets of initial populatiselected at randonThese
initial setsarefound to givethe best to worst performance (based on the final value of the objective function) using GA
and PSOBoth the GA and PS@refound to yield the median performance foe 8" set oftheinitial population.Table 6
shows the optimal solutions for SSP using R®@ GA for the median performance from tHesBt oftheinitial population.

Table 6 The outcome of the single objective optimizat{onSSP)

Decision variables Optimal value using Optimal value usin

PSO GA
® a ™ P ™ p
© a7 Qo ing T8t T U
© am Qo TBINOoT TSt
o afi Qo T8 TT P T T8I op
© 4’ Qo T8I T C U TP X
© af Qo T™ICT o TBIo Q1
© am Qo T8Iq U@ TBIp ouU
w a Tip v TSt p L
®i0d T .

Total average power consumption obtained using PSO and GA (median performance) is seen to be equal to 1.283 W
and 1.303 W, respectivelfince there are 11 runs of each GA and PSO, the best value obtained in each generation was
stored. We can further calete three more values from these 11 sets of GA and PSO in each geneiatmimjmum of
the best@ Q¢ 6 Qavérage of the besd 0 "QS ‘Qimaximum of the besti(® @ 6 RThése three values obtained from
each algorithm's best valueger the generations, namely the minimum, average, and maximum of the best, provided a lot
of information on its dynamics. Figs. 9 (a) and (b) show the best performance of the PSO and GA over the generations.

The PSO is found to be better than GA because even for starting with the different initial populations, it has been
successful in finding the same globally optimum solution. The PSO is found to perform marginally better than GA, due to
being a better todbr both the local and global searches during optimization. However, GA got the better average very
near to the minimum of the best optimal solution in each generation, but its error base with the maximum and minimum of
the best values is significant comed to PSO. It is not found to be as good as the PSO, as it needs to be run multiple times
to get the globally optimum solution. The optimal solutions obtained by both the algorithms slightly vary in sagittal and
lateral velocities (refer to Table 6), whishowed that there could be more combinations of connecting velocities during
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an exchange of phases and still conswar@milar amount of power. A study of these optimal solutiforspower
consumption would provide more information.

Best Performance in Each PSO Run

Best Performance in Each GA Run

= — = -maxBest
AvgBest
350 = minBest | |
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Fig. 9. The maximum ofthe best,average othebest anda minimum ofthe best of the objective function in each generatibtained bya) PSO and
the (b) GA duringthe 11 rursin SSP
5.1.1. Comparison of the obtained optimal solutidresedon the performanceametrics

The final optimal solutions obtained from PSO and @&comparedased orsix defined performance inces(other han
fitness functioi. Theconstraint functioaand maximum swing heiglateconsidered as a way to measuredfiediveness
and quality of the optimal solution.

Table 7 Comparison of theesultbased orthe performance indegn SSP)

Sr. No. Performance Index Algorithm
PSO GA
p Yt (Nm) 0.4492 0.5143
q o (m 0.0307 0.0308
o o (m 0.0085 0.0084
T o (m) 0.0641 0.0591
v & (M) 0.0200 0.0200
Maximum swing heigh AveragePower Consumption (\W
Achieved Y m) PSO GA
0] T8t p v PR Wo Py T O
X m@ip Y PR WC py o0
V] Tér g ¢ PR T Y oY: N
w T8I T P& p X P® @ X
pm @3¢ ¢ pB Y Y T
pp T8t ¢ P cduvo oP L C

yt denots the maximum change torquerecordedor any joint in any given intervalhisvalue should baslow as
possible The gtimal PSOsolutionreduced the torque fluctuation by nearly 13% comparabeoptimal GA-solution
The minimum DBM in thex andy directiors arevery close to each other. However, PiS@ble to gea better average of
DBM in the x-directionby 5 mm compared tthat of theGA. Serial numbes6-11 in Table 7list the amount oaverage
power required to achieve certain maximemwing heightsdetermined by the potential solutions of PSO and GA,
respectively.lt is worth noting that PSO outperfoett GA in terms of identifying the best combination of decision
variables, resulting in reduced power consumption for comparable swing l@mnghof the interesting things to note here
that PSOsolution canachieve a maximum swing height of 0.024 m whidsuming only 1.317 W (refer to Fig. 13),
whichis only ¢& Phigher than the optimal on&€he power consumptiogielded by the GAsseen to be @& X kigher
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than that obtained by the PSO for reachingsame swing heigh® detailed discussion related tioe effect of higher
swing height on power consumption is carried out in se&ibrb.

PSOfound thewalking trajectories thabfferedthe higherswing heightwhile consuminga similar amount of power,
enabling the robotot avoid obstacles withowdxtra power consumptiori.he optimal solution found by PSChas also
minimized the torque fluatatiors while providinganimproved stability margicompared to GAThus, the®SO solutions
aresuperiorand provedheir effectiveness during the optimizaticompaedto that of theGA during SSP

5.1.2. Effectof hip motion onpowerconsumption

Power consumptiois reducel with an increase in hip heighthe leg gets straighter withe higher hip heightand the
joint angles @ariatiors are less, directly affecting the torque variation and angular veloEftg.knee jointis considered
theprimarysource of energy consumpticrhere is less torque demand at knee joints dtleetoigher hip heightreducing
overall power consumptioniThe design variableso, @ andw areresponsible for the trajectory of hip vertical motion.
Fig. 10 shows these decision variables' vanatiwith respect to objective function using PSO (left) and GA (rightjran

et al.%® studied the effect ofhe vertical motion of the CoM on energy consumption and reportedtaralup/down
oscillation of CoMthatresulted imo areductionin torque.Mandava and Vundavilf® found thathestraight hip trajectory
has a better stability margin than the cubic polynomial trajectdfynimum power consumption and maximum stability
margin required differenvertical motiors of CoM. The optimization algorithnfound the minimumaveragepower
consumption without violating the stability margBoth PSO and GA providamore solutions for negative and positive

w velocity, which will generate aegative slopéor the hip trajectoy. Solutions provided by GA and PSfdein a very
close interval, and those valum®less than T8t & fi 'Q which signifiemearly a straight line trajectowyith variation
within afew mm It is alsoobserved tha& higher stability margirs available with the lower CoMIhe hip travels closer
to the ground to lower the CoM, thereby increasing stability and preventing the violation of stability congtrents.
solution provided by PS@ better due to the low vatian of hip trajectorycompared to GAAs explained in sectioh 1.1,
the PSO solutiois able to finda better averagef &  for similar average power consumption

Fig. 10. Variatiors of the objective function withip height (), initial velocity (@ andfinal velocity () of hip heighf asshown for all the feasible
solutions obtained using PSO (left) and GA (rigit)SSP)

5.1.3. Effecsofinitial and final forward velociieson powerconsumption

Fig. 11 shows the variations for sagittal velocities obtained using PSO anth&#itial and final sagittal velocities help

in conneding theprevious and next walking phasesspectively It is assumed that the robot's initiab&éal velocity in

SSP is received from DSP, and the final sagittal velocity in SSP would be transferred to the next DSP. PSO and GA
provided the initial and final velocities ranging from 0.002 to 0.008 misdé@l and final velocities beyond this range



