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Abstract—A large number of application problems involve two levels of optimization, where one optimization task is nested inside the other. These problems are known as bilevel optimization problems and have been widely studied by researchers in the area of mathematical optimization. Bilevel optimization problems are known to be difficult and computationally demanding. Most of the solution procedures proposed until now are either computationally very expensive or applicable to only a narrow class of bilevel optimization problems involving small number of variables. In this paper, we propose a global optimization algorithm for bilevel optimization using Kriging approximation based model that tries to reduce the computational expense by iteratively approximating an important mapping in bilevel optimization; namely, the lower level optimal value function mapping. The lower level optimal value function is useful in reducing the two level optimization task to one; however, identifying this function is not straightforward. Our approach aims at meta-modeling this mapping and solving a number of auxiliary single level problems to arrive at the bilevel optimum. In our study, we test the methodology on a number of test problems. The preliminary results are quite promising which suggest the viability of the approach in solving more complicated bilevel test problem. To the best knowledge of the authors, such kind of a solution procedure based on iterative approximation of the optimal lower level value function using a stochastic process has not been widely used in bilevel optimization.

I. INTRODUCTION

Bilevel optimization has recently gained significant interest in the area of optimization because it allows modeling of integrated optimization problems with hierarchy. For instance, consider a toll setting problem consisting of a network of highways operated by an agency, say government, and a large number of users of the network. If the government decides to write its own optimization problem to optimally set the tolls in order to maximize its revenues, it has to integrate the highway users’ optimization problem as well. The integration of the network users’ optimization problem within the government’s optimization problem leads to a hierarchical optimization problem, commonly referred to as bilevel optimization problem. The users’ optimization problem attempts to minimize the generalized cost (travel time and travel cost) for the users, which appears as a constraint (nested optimization task) in the government’s problem.

The government’s problem is commonly referred to as the upper level problem and the users’ problem is referred to as the lower level problem. Such problems have been widely studied in the area of transportation policy formulation [29], [11], [36]. In the domain of engineering such integrated optimization problems commonly arise in structural optimization. At the upper level the objective involves cost or weight minimization subject to bounds on state variables like displacements, stresses and contact forces and with the decision variables like shape, material etc. For all possible choices of decision variables, the model might not be stable. The stability is ensured by solving an equilibrium satisfaction problem that appears as a lower level optimization task. Therefore, such integrated optimization problem are ubiquitous and are also known as Stackelberg games [43], whenever it involves two players with sequential decisions and a hierarchy in terms of decision powers. In such cases, we refer to the upper level as the leader’s problem and the lower level as a follower’s problem. The toll setting problem is a good example of a Stackelberg game. There has been a growing interest in these
problems ever since these problems were first realized by the mathematical optimization community in 1973 [10]. Many new applications of such problems have come up in the past few decades, for example, such problems are found in the areas of defense [12], [48], investigation of strategic behavior in deregulated markets [19], model production processes [30], chemical engineering [42], [13], and optimal tax policies [23], [40]. A large body of literature already exists on bilevel optimization, for instance [39], [15], [8].

Bilevel optimization problems are hard to an extent such that mere proving whether a solution is optimal or not is an NP-hard [45] task. A number of attempts have been made to solve simpler versions of these problems by exploiting the mathematical properties, for example, linear [49], [9], [6], [17], [44] and quadratic [7], [16], [3] bilevel problem have been solved using Karush-Kuhn-Tucker (KKT) based reduction of the two level problem into a single level. Such approaches first replace the lower level optimization problem with the KKT constraints resulting in a mixed integer program, which is then solved using branch and bound, and vertex enumeration ideas. Gradient-based techniques have also been employed to determine the descent direction in bilevel problems. However, such descent methods often require solving an auxiliary problem to determine the descent direction [32], [45]. Other ideas are based on penalties [1], [2], [20], [50] or trust-regions [26], [27], [14]. The mentioned methods mostly targeted problems adhering to assumptions like linearity, convexity, differentiability etc. Early 1990s saw the advent of evolutionary algorithms being used for bilevel problems [28]. Many of the evolutionary algorithms proposed during the decade and after were approaches that solved the upper level problem using evolutionary algorithms and the lower level problem using a classical techniques [28], [52], [53]. Later some studies also used evolutionary algorithms at both level, if the lower level problem was difficult to solve using a classical technique [25], [41], [4]. Researchers in the evolutionary community have also used KKT conditions of the lower level bilevel to convert the bilevel task into a single level. For instance, see [18], [46], [47], [21], [24]. However, most of the evolutionary techniques have been computationally extensive, and researchers have also looked into exploiting certain mappings of the bilevel problems to solve it more efficiently [34], [38], [35], [5], [37], [33].

In this paper, we plan to exploit one such mapping of the bilevel problem. The mapping is referred to as the lower level optimal value function mapping. This mapping relates the upper level variables with the corresponding optimal objective function value of the lower level problem. The method discussed in this paper creates a meta-model of the optimal value function mapping using Kriging approximations. This is a preliminary study in which we have tested the idea on a small set of test problems. Given the promising results the aim is to extend this study and show its viability in solving larger bilevel instances.

This paper is organized as follows. In Section II we discuss the bilevel formulations, and then in Section III provide a brief introduction of Kriging technique and its application in modeling the optimal value function mapping. This is followed by a step-by-step procedure for an algorithm that has been used to solve a set of bilevel problems in Section IV. In Section V we provide the computational results on set of problems chosen from the literature. The paper concludes with the conclusions in Section VI. The aim of this study is to primarily test the feasibility of the approach; therefore, we have not provided any comparison results with other approaches. The notations used in this paper have been summarized in Table I.

II. BILEVEL FORMULATION

Bilevel optimization problems contain two levels of optimization task, where one optimization problem is nested within the other. The inner or nested optimization problem is often referred to as the lower level problem and the outer optimization problem is often referred to as the upper level problem. Correspondingly, there are two types of variables; namely, upper and lower level variables. Each level has its own objective function and set of constraints. The lower level optimization problem is a parameterized optimization problem that acts as a constraint to the upper level problem. A feasible solution to the bilevel problem is a vector of upper and lower level variables, such that, the vector satisfies all the constraints in the problem, and the lower level variables are optimal to the lower level problem for the given upper level variables as parameters. It is important to note that in the situations where the lower level problem has multiple optimal solution for a given upper level vector, it is necessary to define, which solution out of the multiple lower level solutions should be considered. There are two positions commonly analyzed in the literature, the optimistic and the pessimistic positions. In the optimistic position the follower is assumed to cooperate with the leader and choose the solution that is best for the leader; while in the pessimistic position the follower is assumed to not cooperate with the leader and choose the solution that is worst for the leader. There are, of course, intermediate positions possible which can be defined using a selection function. In this paper, we focus on solving optimistic bilevel problems. A general formulation for the bilevel optimization problem is provided below.

Definition 1: For the upper-level objective function \( F : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) and lower-level objective function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \), the bilevel optimization problem is given by

\[
\min_{x,y} F(x, y) \tag{1}
\]

subject to

\[
y \in \text{argmin}_y \{ f(x, y) : g_j(x, y) \leq 0, j = 1, \ldots, J \} \tag{2}
\]

\[
G_k(x, y) \leq 0, k = 1, \ldots, K \tag{3}
\]

where \( G_k : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, k = 1, \ldots, K \) denotes the upper level constraints, and \( g_j : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, j = 1, \ldots, J \) represents the lower level constraints, respectively. Variables \( x \) and \( y \) are \( n \) and \( m \) dimensional vectors, respectively.
A. Lower Level Optimal Value Function

An equivalent definition of the bilevel optimization problem can be given in terms of the lower level optimal value function [51]. We define the lower level optimal value function below before providing the formulation for bilevel optimization.

**Definition 2:** Let \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R} \) be the lower level optimal value function mapping,

\[
\varphi(x) = \min_y \{f(x, y) : g_j(x, y) \leq 0, j = 1, \ldots, J\},
\]
(representing the minimum lower level function value corresponding to any upper level decision vector. This is called as the lower level optimal value function or the \( \varphi \)-mapping. The bilevel optimization problem can be expressed as follows in terms of the \( \varphi \)-mapping:

\[
\begin{align*}
\min_{x, y} & \quad F(x, y) \\
\text{subject to} & \quad f(x, y) \leq \varphi(x) \\
& \quad g_j(x, y) \leq 0, j = 1, \ldots, J \\
& \quad G_k(x, y) \leq 0, k = 1, \ldots, K.
\end{align*}
\]

In this paper, we approximate the \( \varphi \)-mapping using Kriging, and solve the reduced bilevel optimization problem in Definition 2 using a standard single level optimization algorithm. The process is carried out iteratively to converge toward the bilevel optimal solution. It is important to note at this point that the optimal value function mapping is a standard function that takes an upper level vector as input and returns a scalar as output. However, this mapping is not readily available. The interpolation process is governed by a Gaussian process, which makes it different from other interpolation techniques like piecewise-polynomial spline. In this study, we utilize Kriging in a similar manner proposed by Jones et al. [22] for solving global optimization problems. In [22], the authors have used Kriging to approximate the objective function to be optimized. A meta-model is updated iteratively by addition of new points in the sample and re-approximation of the original objective function. However, in our study we use Kriging to meta-model the \( \varphi \)-mapping using a sample of points instead of the objective function. As discussed in the section above, a bilevel problem can be reduced to a single level if the \( \varphi \)-mapping is known. However, the mapping is not available, hence we generate a set of data points to approximate the mapping using a response surface. The generation of the data points to approximate the \( \varphi \)-mapping is very costly, as generation of each point requires us to solve the lower level optimization problem. Below we provide the working of the Kriging procedure in the context of the \( \varphi \)-mapping.

The \( \varphi \)-mapping maps a given vector \( x \) to a scalar. The dimensionality of the vector is assumed to be \( n \). Assume that a random sample \( \mathcal{S} \) of size \( p \) is generated in the relaxed feasible region \( \Phi \). The sample points are denoted as \( x^{(i)} : i \in \{1, \ldots, p\} \). A lower level optimization problem is solved for each \( x^{(i)} \) leading to an optimal lower level function value of \( f^{(i)} \). If the sample satisfies all the constraints at the upper level, then along with lower level optimality these \( p \) points represent feasible bilevel solutions or belong to the set \( I \). Though finding such points itself can be a challenge in a bilevel optimization task, at this point we disregard this issue and assume that such a sample can be generated.

Let \( \mathcal{H} \) be the hypothesis space of functions, then one can
identify an approximate model \( \hat{\phi} \in \mathcal{H} \) that minimizes the empirical error on the sample, i.e.

\[
\hat{\phi} = \arg\min_{u \in \mathcal{H}} \sum_{i \in I} L(u(x^{(i)}), f^{(i)}),
\]

where \( L : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) denotes the prediction error. The prediction error is commonly computed by assuming a quadratic loss function. The above idea works well if one assumes a flexible functional form with unknown parameters that can be identified by minimizing the loss function. Such an approach has been used earlier in a couple of recent studies [37], [33]. In both these studies, the hypothesis space \( \mathcal{H} \) is restricted to consist of second-order polynomials. However, in the context of this paper, we consider a slightly different approach. The model is supposed to follow a stochastic process and the parameters are identified using the maximum likelihood estimation.

In a stochastic process approach the model that is used is given as follows:

\[
\varphi(x^{(i)}) = \mu + \epsilon(x^{(i)}) \quad i = 1, \ldots, n,
\]

where \( \mu \) is the mean of the stochastic process and \( \epsilon(x^{(i)}) \) is a normally distributed random error with mean 0 and variance \( \sigma^2 \). The errors at two points are correlated and the correlation is assumed to be decreasing with increasing distance between two points. The correlation between two points is assumed to be given as:

\[
\text{Corr}[\epsilon(x^{(i)}), \epsilon(x^{(j)})] = e^{-d(x^{(i)}, x^{(j)})},
\]

where \( d(x^{(i)}, x^{(j)}) = \sum_{k=1}^{n} \theta_k |x_k^{(i)} - x_k^{(j)}|^p \) represents weighted distance between two points \( x^{(i)} \) and \( x^{(j)} \). The above model has \( 2n + 2 \) parameters, namely, \( \mu, \sigma, \theta_1, \ldots, \theta_n \) and \( p_1, \ldots, p_n \). The optimal value of the parameters can be figured out by maximizing the likelihood of the sample. For brevity, we skip the further details in this paper and refer the readers to the original contributions on design and analysis of computer experiments (DACE) stochastic process model [31] and its application to optimization [22].

### A. Sampling Points

Let \( \hat{\phi}(x) \) be the approximated mapping from the sample \( \mathcal{S} \) containing \( p \) points. The estimation also provides us the standard error for \( \varphi(x) \) that we denote as \( \hat{s}(x) \). For representation, consider a simple bilevel problem with one upper level variable \( x \) and one lower level variable \( y \) and no constraints at the upper level apart from the constrained lower level optimization task (Equation 6). The contour of the upper level objective function for such an example is shown in Figure 1 along with the estimation of the constraint \( f(x, y) \leq \varphi(x) \). The possible range for the constraint, \( f(x, y) \leq \varphi(x) \), with a 99.74% probability is also plotted in the figure. The use of Kriging provides us the estimates \( \hat{\phi}(x) \) and \( \hat{s}(x) \) in one procedure. For any bilevel problem, in order to find out a new point to be sampled, we propose to solve the following auxiliary problem:
\[
\begin{align*}
\min_{x,y} & \quad F(x,y) \quad (12) \\
\text{subject to} & \\
& f(x,y) \leq \hat{\varphi}(x) + 3\hat{s}(x) \quad (13) \\
& g_j(x,y) \leq 0, \quad j = 1, \ldots, J \quad (14) \\
& G_k(x,y) \leq 0, \quad k = 1, \ldots, K. \quad (15)
\end{align*}
\]

Note that the inequality 13 in the above formulation contains a factor 3 before the standard error. This has been done to ensure that there is less than 0.13% of a probability of eliminating the actual bilevel optimum by constraint 13. One can choose to further relax the constraint by choosing a larger factor; however, we have chosen a value of 3 for the experiments done in this paper. Let the optimal solution to the above auxiliary problem be \((x^{new}, y^{new})\). A lower level optimization is performed at \(x^{new}\) in order to find out the lower level optimal function value \(f^{new}\). The new point is appended to the sample \(S\), and \(\varphi(x)\) and \(\hat{s}(x)\) are re-estimated. The process is repeated until convergence. In the next section, we provide a step-by-step procedure for the algorithm that we use to solve the bilevel problems based on the principles discussed in this section.

IV. WORKING OF THE ALGORITHM

In this section, we provide a step-by-step procedure for the proposed algorithm. Let the dimensions of the upper level variables be \(n\) and the lower level variables be \(m\).

1) The algorithm begins by initializing a sample population \(S\) of size \(p = 10n\) within the relaxed feasible region \(\Phi\) of the bilevel problem. This is achieved by solving the following problem \(p\) times with random starting points. Assume that an algorithm \(A\) is used to solve the problem. Since the objective function is a fixed number, the algorithm terminates when a feasible solution is found.

\[
\begin{align*}
\min_{x,y} & \quad 0 \quad (16) \\
\text{subject to} & \\
& G_k(x,y) \leq 0, \quad k = 1, \ldots, K, \quad (17) \\
& g_j(x,y) \leq 0, \quad j = 1, \ldots, J. \quad (18)
\end{align*}
\]

Let the population generated after this step be \(x^{(1)}, \ldots, x^{(p)}\).

2) Solve the lower level optimization problem for each point in the sample \(x^{(1)}, \ldots, x^{(p)}\) using algorithm \(A\) and record the corresponding upper and lower level function values \(F^{(1)}, \ldots, F^{(p)}\) and \(f^{(1)}, \ldots, f^{(p)}\). Initialize iteration counter \(c \leftarrow 0\). Find the best point in the sample with the minimum upper level function value and denote it as \(F^{(best)}\).

3) Compute the covariance matrix for the sample \(S\) and denote it by \(\Sigma_c\). Update \(c \leftarrow c + 1\).

4) Estimate \(\hat{\varphi}(x)\) and \(\hat{s}(x)\) and solve the auxiliary problem (12-15) to identify a new point \(x^{p+1}\) and add it to sample population \(S\).

5) Solve the lower level optimization problem for this point using algorithm \(A\) to obtain \(f^{p+1}\), and compute \(F^{p+1}\).

6) Create additional random sample of \(n\) points (drawn from a normal random distribution with covariance \(0.1 \times \Sigma_c\) with mean \(x^{p+1}\) and solve lower level optimization problem for each point. Add these additional sample points to \(S\) after computing the corresponding upper and lower level objective function values.

7) Update \(p \leftarrow p + 1 + n\).

8) For the current iteration find the point in the sample of \(p\) points with the minimum upper level function value and denote it as \(F^{(best)}\).

9) Terminate, if the improvement over multiple iterations is small, otherwise go to step 3.

V. RESULTS

In this section, we provide results for the proposed algorithm on a small set of bilevel test problems. The definition of the problems are provided in Table II. Since the bilevel optimal solution for the test problems are known, the iterations in the problems were repeated until an accuracy of \(\epsilon = 0.001\) was achieved for the upper level function values.

The work is in a preliminary stage, where we tested the solution method proposed in this paper on a small set of 5 test problems. It is noteworthy at this point that the challenge with the proposed methodology is not only the approximation of the \(\varphi\)-mapping, but also solving the auxiliary problem (12-15), which tends to be non-convex because of the nature of constraint 13. The nature of the constraint can be realized in Figure 1, where with a small set of sample points, the constraint is already highly non-linear because of the standard error term. Therefore, the algorithm \(A\) required to solve the problem needs to be a global optimization algorithm, where evolutionary algorithms can play an important role. However, in this paper we have relied on sequential quadratic programming (SQP), which is capable of solving convex problems. In order to take care of the non-convexity, we execute SQP multiple times (3) with random starting points on the auxiliary problem and consider the best solution from multiple runs. Finding a local optimum while solving the auxiliary problem will anyway not lead to errors in the proposed bilevel solution method, as a lower level optimization is separately performed for every new point that is generated.

The proposed bilevel solution method was able to successfully solve the chosen 5 test problem. The results on these test problems are provided in Table III from 31 runs on each test problem. Figures 2 and 3 provide additional insights about test problems are provided in Table III from 31 runs on each test problem. Figures 2 and 3 provide additional insights about test problems.
The approximate mapping nicely approximates the true mapping in the region where sample points are present. In the regions where sample points are not present, the approximation errors are high. The standard error corresponding to the \( \hat{\phi} \)-mapping (not shown) provides us information about the errors in different regions and where to sample the next points. There could be regions with high approximation errors, but still we need not sample points in that region as the upper level objective function is unlikely to be minimized in that region.

Overall, the appeal of the approach comes from the fact that it does not require assumption of any functional form. Such ideas have been used in the context of costly objective functions to be optimized. Through this study, we demonstrate its utility on bilevel optimization, where the cost arises from solving the lower level optimization problem repeatedly. Interestingly, instead of approximating the objective function, in this study the stochastic process plays a role in approximating

<table>
<thead>
<tr>
<th>Problem</th>
<th>Formulation</th>
<th>Best Known Sol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>Minimize ( F(x, y) = (x_1 - 30)^2 + (x_2 - 20)^2 - 20y_1 + 20y_2 ), ( (x, y) )</td>
<td>( F = 225.0 )</td>
</tr>
<tr>
<td>( n = 2, m = 2 )</td>
<td>s.t. ( y \in \text{argmin} \left{ f(x, y) = (x_1 - y_1)^2 + (x_2 - y_2)^2 \right} ), ( y \leq y_1 \leq 10, \ i = 1, 2 )</td>
<td>( f = 100.0 )</td>
</tr>
<tr>
<td>( x_1 + 2x_2 \geq 30, x_1 + x_2 \leq 25, x_2 \leq 15 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Problem 2 | Minimize \( F(x, y) = 2x_1 + 2x_2 - 3y_1 - 3y_2 - 60 \), \( (x, y) \) | \( F = 0.0 \) |
| \( n = 2, m = 2 \) | s.t. \( y \in \text{argmin} \left\{ f(x, y) = (y_1 - x_1 + 20)^2 + (y_2 - x_2 + 20)^2 \right\} \), \( x_1 - 2y_1 \geq 10, x_2 - 2y_2 \geq 10 \) \( -10 \geq y_1 \geq 20, \ i = 1, 2 \) | \( f = 100.0 \) |
| \( x_1 + y_1 - 2y_2 \geq 40, \ 0 \leq x_1 \leq 50, \ i = 1, 2 \) | | |

| Problem 3 | Minimize \( F(x, y) = -(x_1)^2 - 3(x_2)^2 - 4y_1 + (y_2)^2 \), \( (x, y) \) | \( F = -18.6787 \) |
| \( n = 2, m = 2 \) | s.t. \( y \in \text{argmin} \left\{ f(x, y) = 2(x_1)^2 + (y_1)^2 - 5y_2 \right\} \), \( x_2 + 3y_1 - 4y_2 \geq 4 \) \( 0 \leq y_1, \ i = 1, 2 \) | \( f = -1.0156 \) |
| \( (x_1)^2 + 2x_2 \leq 4, \ 0 \leq x_1, \ i = 1, 2 \) | | |

| Problem 4 | Minimize \( F(x, y) = rt(x)x - 3y_1 - 4y_2 + 0.5t(y)y \), \( (x, y) \) | \( F = -3.6 \) |
| \( n = 2, m = 2 \) | s.t. \( y \in \text{argmin} \left\{ f(x, y) = 0.5t(y)y - t(b(x))y \right\} \), \( y_1 - 0.333y_2 - 2 \leq 0 \) \( 0 \leq y_1, \ i = 1, 2 \) | \( f = -2.0 \) |
| where \( h = \begin{pmatrix} 1 & 3 \\ 3 & 10 \end{pmatrix} \), \( b(x) = \begin{pmatrix} -1 \\ 3 \\ -3 \end{pmatrix} \) \( x, r = 0.1 \) | | |

| Problem 5 | Minimize \( F(x, y) = \frac{(x_1 + y_1)(x_2 + y_2)}{1 + x_1 y_1 + x_2 y_2} \), \( (x, y) \) | \( F = -1.96 \) |
| \( n = 2, m = 2 \) | s.t. \( y \in \text{argmin} \left\{ f(x, y) = \frac{(x_1 + y_1)(x_2 + y_2)}{1 + x_1 y_1 + x_2 y_2} \right\} \), \( 0 \leq y_1 \leq x_1, \ i = 1, 2 \) \( x_1 - x_2 \leq 0 \) \( 0 \leq x_1, \ i = 1, 2 \) | \( f = 1.96 \) |
a constraint.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Upper Level</th>
<th>Lower Level</th>
<th>Upper Level</th>
<th>Lower Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 1</td>
<td>522</td>
<td>1872</td>
<td>102.34</td>
<td>308.32</td>
</tr>
<tr>
<td>Problem 2</td>
<td>884</td>
<td>2648</td>
<td>134.56</td>
<td>442.34</td>
</tr>
<tr>
<td>Problem 3</td>
<td>77</td>
<td>324</td>
<td>21.44</td>
<td>86.57</td>
</tr>
<tr>
<td>Problem 4</td>
<td>724</td>
<td>2202</td>
<td>112.84</td>
<td>266.34</td>
</tr>
<tr>
<td>Problem 5</td>
<td>910</td>
<td>2211</td>
<td>166.87</td>
<td>299.75</td>
</tr>
</tbody>
</table>

VI. Conclusions

In this paper, we have proposed to meta-model the lower level optimal value function as a function of upper level variables, so that the overall computational time to solve a bilevel problem is reduced. The well known Kriging method has been used for approximation, mainly due to its ability to provide the mean and standard error for the $\varphi$-mapping from a sample of points. The approximate model for the lower level optimal value function is used to transform the original bilevel problem into a single level optimization task. The algorithm starts with a sample of points for approximating the $\varphi$-mapping. The reduced bilevel problem is then solved frequently and new points produced by the model are added into the sample of points to improve the approximation of the $\varphi$-mapping. The approach has shown promising results on some simple bilevel optimization problems but requires a further study and improvements to make it viable for solving difficult bilevel problems. To the best of our knowledge, in the context of bilevel optimization Kriging has not been used in such a manner, i.e., for iterative approximation of the $\varphi$-mapping, to solve the bilevel optimization problems. The proposed approach aims to bring down the computational expense as compared to the contemporary approaches (nested approaches in particular). The efficacy of the proposed methodology is now ready to be tested on higher dimensional problems. The concept can be extended to multi-objective bilevel optimization problems, as well. Despite their practical significance, bilevel optimization problems have been avoided in practice for a long time due to their computational burden. However, we believe that the mathematical, statistical and meta-heuristics based approaches can be integrated to develop approximate solution methodologies for bilevel optimization problems.
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Fig. 2. Problem 4: Bilevel optimum is shown with the actual \( \varphi \)-mapping and the upper level objective as a function of upper level variables and optimal lower level variables.

Fig. 3. Problem 4: Approximated \( \varphi \)-mapping plotted over the actual \( \varphi \)-mapping with sample points at the end of the algorithm. The algorithm is able to converge towards the true bilevel optimum.