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Abstract—This paper presents a novel approach to significantly reducing the mathematical complexity associated with the selective harmonic elimination (SHE), which allows for the real-time implementation of SHE with a reasonable utilization of the computational power of the digital controller. First, the transcendental equations of the optimization problem are converted to set algebraic equations using Chebyshev polynomials. Second, the set of algebraic equations is reduced to a single univalent polynomial using generalized Newton’s identities. The roots of the polynomial hold a unique solution to the optimization problem. We show that the roots of the univalent polynomial can be solved in real-time by direct substitution with no initial guess or iteration. The proposed method is a generalization of a Chudnovsky algorithm; it allows the modulation of the selected harmonics rather than eliminating them. Furthermore, the technique by which the roots of the polynomial are obtained enables one to implement the algorithm in real-time with determinate execution time. This paper lays the groundwork for presenting the generalized algorithm through a two-level voltage source inverter (VSI) drive. More application will follow in the near future.

I. INTRODUCTION

The selective harmonic elimination (SHE) technique effectively reduces the low-order harmonic content of inverter output waveform and generates a high-quality spectrum through the elimination of specific low-order harmonics [1]-[2]. Therefore, it has been applied in power electronic controllers extensively, and many related techniques have been proposed in recent years [3]-[6].

The traditional implementation of SHE is to use a lookup table and a modulator driven by a very slow control loop to ensure steady-state stability [7]. Offline SHE implementations share the crucial drawback: the switching angles could not be calculated in real-time and one has to rely on loading the optimal switching angles for each specific modulation index ($M_i$). During the transient state of a low switching-frequency drive, the low-frequency component of the reference voltage becomes nonsinusoidal [8]. The switching sequence will then be implemented with the optimal angles saved in the lookup table, which is only valid for steady-state conditions. The resulting current dynamic will be far from optimal. Furthermore, there are other sub-transient conditions such as changing the number of switching events per cycle and changing $M_i$, which will result in the sub-optimal current performance.

It is important to make the distinction between different types of real-time or online solutions of SHE. Some online SHE algorithms solve the optimization problem in the controller using an iterative process with guessed initial values. Although these methods reduce the memory requirement, they suffer from a poor dynamic performance that is typically inferior to the dynamic performance of the look-up table implementations. For instance, the supposedly real-time method in [9] is unable to perform rapid changes in $M_i$. It would take 58 ms to change $M_i$ from 0.96 to 0.64. Furthermore, the presented implementation results in larger total harmonic distortion ($THD$) than the offline solution. Other methods also claim the real-time feature while the solution requires an initial guess and an indeterminate number of iterations [10]. In [11], the switching angles are approximated using curve fitting of the offline solution. Then a carrier waveform is calculated by a cosine function based on the modulation depth. This approach requires saving the curve fitting coefficients for each modulation index. If 1% resolution is desired, it would require 100 polynomials to describe each switching angle. Not to mention that if the switching frequency is changed, a new set of equations is required for each angle. In [12], Chebyshev polynomials are used to convert a set of the transcendental equations into algebraic polynomials. Then the algebraic equations are rearranged through a change of variables to solve for the switching angles. However, the transformation of the transcendental equations is not systematic, and no
A new implementation of the real-time selective harmonic elimination (RTSHE) is proposed in this paper. The original contributions of the proposed RTSHE are the following:

1. Presenting the generalized Chudnovsky algorithm. The new algorithm allows modulating the selected harmonics rather than only eliminating them.
2. Presenting a new method of obtaining the values of the optimal switching angles from the polynomial in real-time without resorting to any iterations or guesses.

Preliminary results were published in [1] that show the real-time approach could be a suitable replacement for the conventional offline method. In this article, the authors expand the real-time algorithm to a generalized form without increasing the computational effort. The algorithm is demonstrated through the experiment of the two-level voltage source inverter (VSI) shown in Fig. 1. A comparison between the proposed RTSHE method and the conventional offline method is presented throughout the paper.

The rest of the paper is organized as follows: The proposed RTSHE method is presented in section II. The comparison between the proposed RTSHE and the conventional offline method is presented in section III. The selective harmonic modulation (RTSHM) method is presented in section IV. The experimental results are presented in section V. Finally, the conclusion is presented in section VI.

II. THE PROPOSED REAL-TIME SELECTIVE HARMONIC ELIMINATION

The development of RTSHE starts from manipulating the transcendental equations. Owing to the symmetry of the PWM waveform, only odd harmonics exist. By chopping the PWM waveform \( n \) times per quarter cycle, the Fourier coefficients of the odd harmonics are given by

\[
b_k = -\frac{4V_{dc}}{k\pi} \left[ 1 - 2 \sum_{i=1}^{n} (-1)^{i-1} \cos(k\alpha_i) \right].
\]  

where \( k \) is the harmonic order number \( \{1, 3, 5, \ldots\} \), \( n \) is the total number of the switching angles per quarter fundamental cycle, \( V_{dc} \) is the DC-link voltage, and \( \alpha_i \) is the optimal switching angle. In SHE, the fundamental component \( (k = 1) \) is set to a desired amplitude, and the other selected odd harmonics are set to zero. This formulation of the optimization problem leads to the following set of transcendental equations:

\[
1 - 2 \cos(\alpha_1) + \ldots + (-1)^n 2 \cos(\alpha_n) = -\frac{\pi b_1}{4V_{dc}},
\]

\[
1 - 2 \cos(3\alpha_1) + \ldots + (-1)^n 2 \cos(3\alpha_n) = -\frac{3\pi b_3}{4V_{dc}},
\]

\[\vdots\]

\[
1 - 2 \cos(k\alpha_1) + \ldots + (-1)^n 2 \cos(k\alpha_n) = -\frac{k\pi b_k}{4V_{dc}}.
\]  

A. Converting the Transcendental Equations to Algebraic Equations:

By using Chebyshev polynomials, the transcendental equations in (2) can be transformed to algebraic equations [13]-[14]. This can be achieved by letting \( x_o = \cos(\alpha_o) \) and \( x_e = -\cos(\alpha_e) \), where the subscripts \( o \) and \( e \) denote the odd and even numbers, respectively. This leads to the following set of algebraic polynomials:

\[
x_1 + x_2 + \ldots + x_n = s_1
\]

\[
x_1^3 + x_2^3 + \ldots + x_n^3 = s_3
\]

\[\vdots\]

\[
x_1^{2n-1} + x_2^{2n-1} + \ldots + x_n^{2n-1} = s_{2n-1},
\]  

where \( x_1, x_2, \ldots, x_n \), hold the solution of the switching angles \( \alpha_1, \alpha_2, \) and \( \alpha_n \), respectively. \( s_1, s_3, \ldots, s_{2n-1} \) can be obtained using the proposed recursive algorithm:

\[
T_{2n-1}(x) = \frac{1}{2} + \frac{\pi b_{2n-1}}{8V_{dc}},
\]  

where \( T_{2n-1}(x) \) is a Chebyshev polynomial of the first kind [15]. This can be found through the recursive formula

\[
T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x),
\]  

where \( T_0(x) = 1 \) and \( T_1(x) = x \). For instance, if the desired fundamental component is set to a specific value \( b_1 \) and the rest of the odd harmonics are set to zero, the following values for \( s \) can be obtained:

\[
s_1 = \frac{1}{2} \left[ 1 + \frac{\pi b_1}{4V_{dc}} \right],
\]

\[
s_3 = \frac{1}{2} \left[ 1 + \frac{3 \pi b_1}{4V_{dc}} \right],
\]

\[\vdots\]

\[
s_{2n-1} = \frac{1}{2} \left[ 1 + \frac{\pi b_1}{4^{n-1}V_{dc}} \frac{(2n-1)}{n-1} \right].
\]  

In the case of a three-level VSI such as the neutral point clamped (NPC) inverter [16] or the single phase inverter [17], the following equation can be used to calculate \( s \):

\[
s_{2n-1} = \frac{\pi b_1}{4^{n-1}V_{dc}} \frac{(2n-1)}{n-1}.
\]  

The generalized formulas (6) and (7) circumvent the offline recursive derivation effort. The remarkable fact is that the
definition of \( s \) becomes explicit, rather than recursive. One can now start the optimization problem from writing down the algebraic polynomials (3) directly, without going through the earlier steps.

B. Converting the Algebraic Equations to a Single Polynomial:

The set of algebraic polynomials in (2) is a symmetric sum of powers. Therefore, it can be further reduced to the following form of the single polynomial using Newton's identities:

\[
P(x) = p_0 x^n + p_1 x^{n-1} + \ldots + p_n = 0,
\]

where \( p_0 = 1 \), and \( p_1 \) to \( p_n \) can be obtained using the generalized version of Newton's identity first presented in [18]. If the series expansion for the desired polynomial is

\[
P(x) = \prod_{i=1}^{n} (x - x_i),
\]

then by algebraically manipulating the polynomial terms we get

\[
P(x) = x^n \exp(- \sum_{m=1}^{\infty} s_m x^m m^m),
\]

where \( s_m \) is the power series representation of the polynomials in (3). As in [17], one can eliminate the multiplication \( x^n \) term by dividing (10) by \( P(-x) \). This leads to the following expression:

\[
P(x) = (-1)^n P(-x) G(1/x),
\]

where

\[
G(1/x) = \exp \left( V(1/x) \right) = \exp \left( -2 \sum_{m=1,3,5,\ldots}^{\infty} s_m x^m m^m \right).
\]

It is possible to analytically express \( G(1/x) \) using the generating function approximation:

\[
G(x) = g_0 + g_1 x + g_2 x^2 + \ldots = \sum_{n=0}^{\infty} g_n x^n.
\]

Generating functions are a single quantity that represents the whole sequence. They were introduced by De Moivre to solve a class of general recurrence problems [19]. We can recover the individual value of \( g_1, g_2, \ldots \) from \( G(x) \) by assuming that the infinite sum (13) exists for some value of \( x \). The exponential term \( e^{V(1/x)} \) in (12) can also be represented by the following generating function:

\[
V(x) = v_0 + v_1 x + v_2 x^2 + \ldots = \sum_{n=0}^{\infty} v_n x^n.
\]

After calculating the values of (13) and (14), each \( x \) in the equation will be replaced by its reciprocal to match (12). The coefficients of \( G(x) \) can be obtained by using the binomial theorem. However, Euler discovered an efficient method to obtain the power series powers [20]. Consider the following equation:

\[
G(x) = e^{V(x)}.
\]

By taking the derivative for both sides

\[
\frac{dG(x)}{dx} = \frac{dV(x)}{dx} G(x),
\]

expanding both sides

\[
g_1 + 2g_2 x + 3g_3 x^2 + \ldots = (v_1 + 2v_2 x + 3v_3 x^2 + \ldots)(g_0 + g_1 x + g_2 x^2 + \ldots),
\]

rearranging the RHS

\[
g_1 + 2g_2 x + 3g_3 x^2 + \ldots = (v_1 g_0) + (2v_2 g_0 + v_1 g_1)x + (3v_3 g_0 + 2v_2 g_1 + v_1 g_2)x^2 + \ldots,
\]

and by equating the coefficients of the LHS with the RHS, we find that

\[
g_n = \sum_{k=1}^{n} \frac{k}{n} v_k g_{n-k},
\]

where \( g_0 = e^{v_0} = 1 \). This leads to a simple real-time algorithm by which we can successively determine the coefficients of \( G(x) \). To avoid the forbidden abstract way of presenting results, the authors provide the following non-trivial example.

**Example**: Suppose that for a three-phase voltage source inverter, we are required to eliminate the first three odd harmonics 3rd, 5th, and 7th, and set the modulation index to 0.6283 = \( \frac{\pi b_1}{V_{dc}} \). The DC-link voltage is 100V.

The first step is to calculate the value of \( s \) for each polynomial in (3) using the proposed generalized formula (6) as follows:

\[
s_1 = \frac{1}{2} \left[ 1 + \frac{0.6283}{4^0} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \right] = 0.8141.
\]

By plugging in (6) \( n = 2, n = 3, \) and \( n = 4, \) we can find that \( s_3 = 0.7356, s_5 = 0.6963, \) and \( s_7 = 0.6718, \) respectively. Now the symmetric power sum (3) can be written as

\[
x_1 + x_2 + x_3 + x_4 = 0.8141
\]

\[
x_1^2 + x_2^2 + x_3^2 + x_4^2 = 0.7356
\]

\[
x_1^3 + x_2^3 + x_3^3 + x_4^3 = 0.6963
\]

\[
x_1^4 + x_2^4 + x_3^4 + x_4^4 = 0.6718.
\]

The next step is to reduce the system of equation in (20) to a single polynomial of order 4 such that the roots of the polynomial are the values of \( x_1, x_2, x_3, \) and \( x_4 \) in (20). Using the expression in (12) for \( V(1/x) \), we can calculate the coefficients of the \( V(x) \) series as follows:

\[
V(1/x) = -2 \sum_{m=1,3,5,\ldots}^{\infty} \frac{s_m}{m^m} x^m
\]

\[
\Rightarrow V(x) = -2 \sum_{m=1,3,5,\ldots}^{\infty} \frac{s_m}{m^m} x^{m-1}.
\]
where the term $-2\frac{\pi}{m}$ is equal to the coefficient $v_{m+1}$ in the generating function (14). $s_2$, $s_4$, ... are set to zero, $v_0=0$. The calculations lead to the following vector:

$$v = [v_0, v_1, v_2, v_3, v_7, v_5, v_6, v_7, v_8]^T = [0, -1.6283, 0, -0.4904, 0 - 0.2785, 0, -0.1919, 0]^T.$$ After obtaining $V(x)$, $e^{V(x)}$ can be calculated using (19), where $g_0 = e^{V(0)} = 1$,

$$g_1 = \sum_{k=1}^{2} P(x) = v_1 g_1 = v_1 = -1.6283,$$

$$g_2 = \sum_{k=1}^{2} P(x)v_2 = \frac{1}{2} v_1 g_1 + \frac{1}{2} v_2 g_0 = \frac{1}{2} (-1.6283) * (-1.6283) + 0 = 1.3257.$$ By calculating all of the coefficients, one can obtain the following vector:

$$g = [g_0, g_1, g_2, g_3, g_7, g_5, g_6, g_7, g_8]^T = [1, -1.6283, 1.3257, -1.2099, 1.0914, -1.0240, 0.9525, -0.9067, 0.8570]^T.$$ Now we have all the elements to evaluate the single polynomial by expanding (11) and negating the coefficient of the same power from both sides. Note that $p_0 = 1$

$$P(x) = (-1)^n P(-x)G(1/x)$$

$$p_0 x^4 + p_1 x^3 + p_2 x^2 + p_3 x + p_4 = (p_0 x^4 - p_1 x^3 + p_2 x^2 - p_3 x - p_4)(1 + g_1/x + g_2/x^2 + ... + g_8/x^8).$$ This leads to the following trapezoidal system:

$$\begin{bmatrix} p_1 \\ p_2 \\ p_3 \\ p_4 \end{bmatrix} = \begin{bmatrix} g_5 & -g_4 & g_3 & -g_2 \\ g_6 & -g_5 & g_4 & -g_3 \\ g_7 & -g_6 & g_5 & -g_4 \\ g_8 & -g_7 & g_6 & -g_5 \end{bmatrix} \begin{bmatrix} g_6 \\ g_7 \\ g_8 \\ g_9 \end{bmatrix} = \begin{bmatrix} -0.8142 \\ -0.6135 \\ 0.4342 \\ 0.0192 \end{bmatrix}.$$ The polynomial is

$$P(x) = x^4 - 0.8142 x^3 - 0.6135 x^2 + 0.4342 x + 0.0192. (21)$$ Now we know how to calculate the polynomial, a novel technique of determining the switching angles from the single polynomial in real-time will be presented in the next section.

C. Obtaining the Optimal Switching Angles

The implementation of the RTSHE can be divided into two routines. A short routine is used when there is a change in the output voltage fundamental frequency, and a longer routine is used when there is a change in either the modulation index, or the number of switching events per fundamental cycle. Typically, under the steady-state conditions, the short routine will be executed. When there is a change in the modulation index, a subroutine to calculate the new polynomial coefficients is triggered as shown in Fig. 2.

First, the reference voltage angles of the three-phase reference voltage are extracted. Then the optimal switching angles are obtained by a simple substitution of $x = \cos(\phi)$ and
$x = -\cos(\phi)$ in $P(x)$, where $\phi$ is the reference angle of the phase voltage. When the value of the polynomial is equal to zero, a root of the polynomial is detected as shown in Fig. 3. To extract the switching command $s_n$ in real-time, the authors present a technique similar to Descartes’ sign rule as shown in the large square in Fig. 2.

The proposed technique allows for obtaining the actuation commands in real-time without the need to solve the roots of the polynomial, which cannot be done in determinate real-time.

There is no need to worry about sorting the optimal switching angles from lower value to larger value. The direct substitution produces the switching angles with the correct order. The solution of the polynomial does not require great computational effort as it is a direct substitution and does not involve an iterative process or initial guessing. Furthermore, the proposed algorithm is valid for multilevel inverters. The only thing that needs to be changed is to use (7) instead of (6) and rearrange the logic in Fig. 2 to provide the switching functions for all of the switches.

The straightforward evaluation of a polynomial using a floating point controller would follow this form: $p_0x^n$ is calculated, then $p_1x^{n-1}, \ldots, p_{n-2}x$, and finally all the terms are added. Such a process requires $2n-1$ multiplications and $n$ additions. To optimize this process, one can use Horner’s rule to rearrange the computation of the polynomial. Horner’s rule requires $n$ multiplications and $n$ additions [21]. Furthermore, there is no need to store the partial results since each quantity arising during the calculation can be used immediately after it has been computed. The computational effort can be further reduced by adaptation of the coefficients [21]. Since the leading coefficient in RTSHE polynomials has the largest value, the division by the leading coefficient will never lead to instability.

III. COMPARE WITH THE OFFLINE SELECTIVE HARMONIC ELIMINATION

The traditional approach of implementing the selective harmonic elimination method is by solving the transcendental system of equations (2) using an iterative method. Since the solution needs to be evaluated for each possible modulation index, it is more convenient to solve for a limited number of modulation indices and extrapolate the values of the optimal switching angles between every two solutions and store the data in the form of curve fitting polynomials. The interested reader may check [22] where the Newton-Raphson iterative method is used to solve the transcendental equations. As the number of selected harmonics increases, Newton’s method becomes more sensitive to the initial conditions. For instance, to achieve convergence for six switching angles per quarter fundamental cycle, one needs to use the solution from the previous few steps instead of the most recent step. The uncertainty of the initial guess along with the indeterminate convergence time, if any, makes the real-time implementation of the transcendental equations an unattractive approach. Since the real-time selective harmonic elimination involves more mathematical processes, it is essential to check the numerical difference between the real-time solution and the solution obtained by offline calculation. Fig. 4(a) shows the numerical difference of the first three odd harmonic magnitudes of the real-time approach and the offline approach in both 60 Hz and 120 Hz fundamental frequencies. Fig. 4(b) shows similar results when eliminating the first six odd harmonics.

In Fig. 4(a), the value of the third harmonic in the offline approach is larger than the one from the real-time implementation. This due to the inaccuracy of the curve fitting. It can be improved by creating a higher order polynomial to represent the curve. In our case, the order of the curve fitting polynomial is kept equal to the order of the univalent polynomial of the real-time implementation. The norm of residuals along with other error-contributing factors are quantified in Table I. Fig. 5 shows the total harmonic content divided by the fundamental component. This number does not change when $n$ is increased from 4 to 6 to 8, etc. The benefit of increasing $n$ is that all of the harmonics concentration will be located to the right of the last eliminated harmonic. This result in harmonic content with higher frequency. Therefore, the current resulting from these harmonic will have less amplitude due to the inductive nature of the load impedance ($Z_L = \frac{2\pi f L}{L}$). Furthermore, it is important to note that the total harmonic content is exactly the same as the one produced by the offline SHE.
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Fig. 4: Numerical results show a comparison between the eliminated harmonics magnitudes of the proposed real-time method and of the conventional offline method when (a) eliminating the first three odd harmonics and (b) eliminating the first five odd harmonics. Both figures show the results in two fundamental frequencies: 60 Hz and 120 Hz.

IV. SELECTIVE HARMONIC MODULATION

So far the intent behind implementing the RTSHE is to achieve a desired modulation index and to eliminate the lower order harmonics. In this section, we show that the proposed RTSHE can be generalized such that the lower order harmonics can have any arbitrary value rather than zero. Hence the generalized method is called the real-time selective harmonic modulation RTSHM.

Starting from the system of algebraic polynomials in (3), $s_1,s_3,\ldots,s_{2n-1}$ can be obtained using the proposed recursive algorithm:

$$T_{2n-1}(x)|_{x^{2n-1} = s_{2n-1}} = \frac{1}{2} + \frac{snb_{2n-1}}{8V_{dc}}.$$  \hspace{1cm} (22)

To better understand the proposed algorithm, we apply it to the earlier example: for that matter the modulation index
is kept at 0.6283 and the third harmonic $b_3 = 0.2$. The substitution of the Chebyshev’s first polynomial ($T_1 = x$) in (22) yields

$$s_1 = \frac{1}{2} + \frac{\pi b_1}{8V_{dc}}.$$  

Similarly, the substitution of Chebyshev’s third polynomial ($T_3 = 4x^3 - 3x$) in (22) yields

$$4s_3 - 3s_1 = \frac{1}{2} + \frac{3\pi b_3}{8V_{dc}}$$

$$s_3 = \frac{3s_1}{4} + \frac{3\pi b_3}{32V_{dc}} + \frac{1}{8}$$

and

$$s_5 = \frac{5s_4}{4} - \frac{5s_1}{16} + \frac{5\pi b_5}{128V_{dc}} + \frac{1}{32}$$

$$s_7 = \frac{7s_8}{64} - \frac{7s_5}{8} + \frac{7\pi b_7}{512V_{dc}} + \frac{1}{128}.$$  

As it can be seen, the value of $s$ in (6) is only dependent on the value of $b_1$ while in (22) it is dependent on the value of each harmonic including $b_1$. Therefore, we can assign any value to any harmonic and the rest of the algorithm, remains unchanged. Note that if the modulation of several harmonics is needed to be implemented using the offline approach, with each modulated harmonic, the size of the look-up table will be doubled. This makes it impossible to solve and store within the limited memory of the microcontroller.

V. Experimental Results

Experimental tests have been performed to validate the efficacy of the proposed method. The three-phase, two-level voltage source inverter shown in Fig. 1 is used. The DC-link voltage is $V_{dc} = 100$ V. The motor is replaced with equivalent RL load $R = 5$ Ω and $L = 2$ mH. The controller used in the experiment is dSPACE CP1103. The digital output pins were used to generate the switching signals. Therefore, the calculations of the algorithm are done by the dSPACE PowerPC PCC 750GX and Xilinx Spartan 6 FPGA.

The first test is conducted to investigate the effect of the sampling frequency on the accuracy of the generated switching signals. The RTSHE algorithm was set to calculate the new polynomial coefficients and substitute the value of the reference voltage angle into the new polynomial (long routine). Since the algorithm requires approximately 6 $\mu$s, the fixed sampling time is set to 8 $\mu$s. Fig. 6(a) and (b) show a comparison between the waveforms resulting from the real-time algorithm and the waveforms resulting from using the offline method. Note that the offline method uses a curve fitting polynomial to obtain the optimal switching angle. The order of the curve fitting polynomial is set to the same order as the polynomial in the real-time algorithm. The offline method requires approximately 4 $\mu$s turnaround time. For comparison, the fixed sampling frequency for the offline method is also set to 8 $\mu$s. The experimental waveform shows that the value of the eliminated harmonics is still very close to zero. This is justifiable because at 60 Hz frequency, it takes 0.0167 s to complete one cycle. An update for the switching angle can be made by the controller every 8 $\mu$s. This leads to 2087 updates per fundamental cycle. Therefore, the error of the generated switching angle cannot be larger than ±0.172 degrees. Fig. 7(a) and (b) show similar results when the fundamental frequency is set to 120 Hz. In this case, the error of the switching angles of the real-time method is bounded by ±0.345 degrees. Slight difference in the spectrum can be observed at the frequencies beyond the eliminated harmonics on the right side of the FFT window.

Fig. 8(a) and (b) show the steady-state performance of the proposed RTSHE method when the fundamental frequency is 60 Hz and 120 Hz, respectively, and the first eight odd harmonics are eliminated. It is clear from the FFT results that the first seven odd harmonics are successfully eliminated for both cases.

Fig. 9(a) shows the transient behavior of the RTSHE method when the switching frequency of the system is changed from 32 Hz to 16 Hz. Fig. 9(b) shows the transient behavior when $M_i$ is increased from 0.6 to 0.8. Fig. 9(c) shows the transient behavior when the inverter reduces the switching frequency and concurrently increases the fundamental frequency. This is very common in high power inverters when the high power GTOs are only able to switch at a rate less than 100 Hz. The load current shows a seamless transition in all of these cases. The concurrent change in the fundamental and switching frequencies is tested at random instants within the fundamental period to inspect any possible current spikes. As shown in Fig. 10(a), (b), and (c), no current spike was ever observed. For comparison, the current transient behavior of the conventional offline method is shown in Fig. 11(a), (b), and (c).

Fig. 12(a) to (c) demonstrate the ability to achieve control over the third harmonic without affecting the fundamental component of the phase voltage and the THD of the load current.
Fig. 6: Experimental results of the line current $i_a$, line-neutral voltage $v_{an}$, and the spectrum of $v_{an}$ using (a) the proposed real-time algorithm and (b) the conventional offline method. The fundamental frequency for both cases is 60 Hz.

Fig. 7: Experimental results of the line current $i_{ax}$, line-neutral voltage $v_{ax}$, and the spectrum of $v_{ax}$ using (a) the proposed real-time algorithm and (b) the conventional offline method. The fundamental frequency for both cases is 120 Hz.

To further reduce the execution effort, the coefficients of the polynomial can be pre-calculated and hard-coded in the controller. To have the flexibility to operate at any $M_i$, the algorithm that calculates the polynomial coefficient needs to be executed by the controller in real-time. Note that this is required only when the $M_i$ changes. The execution time of the control algorithm only takes 6 $\mu$s, which leaves ample room to increase the system fundamental frequency while maintaining high-quality waveforms. Furthermore, the calculation of the polynomial and the actuation command extraction can be done by the external FPGA, especially when the order of the polynomial is large. Using an external FPGA allows parallel schemes for software realization, and based on the number of the available parallel units, the overall turnaround time can be further reduced [23].

VI. CONCLUSION

In this paper, a new real-time SHE implementation method is presented. By the transformation of variables, the transcendental equations of the optimization problem are converted to a set of algebraic equations using Chebyshev polynomials. Then the set of algebraic equations is reduced to a single univalent polynomial using generalized Newton’s identities. The roots of this polynomial hold the values of the switching angles. The switching angles are calculated in real-time by simple substitution of the reference phase. The original contributions of the proposed RTSHE/M are the following:

1- Presenting the generalized Chudnovsky algorithm. The new algorithm allows modulating the selected harmonics rather than only eliminating them. In the near future, this feature will be utilized for the wireless energy transfer of the multi-receiver case.

2- Presenting a new method of obtaining the values of the optimal switching angles from the polynomial in real-time without resorting to any iterations or guesses. This enabled the implementation in the microcontroller with a determinate execution time.

The proposed method requires minimal computational effort by the controller because it is not an iterative process and does not involve any guessing of initial conditions. Hardware experiments show the superior dynamic performance of the proposed method during a change in the modulation index, switching frequency, and both switching and fundamental frequencies. The proposed method has the efficacy to be a viable replacement for the offline approach and the existing online approaches.
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Fig. 8: Experimental results of RTSHE load current $i_a$ and the phase voltage $v_a$ at (a) the fundamental frequency of 60 Hz, and (b) the fundamental frequency of 120 Hz.

Fig. 9: The transient behavior of the load current $i_a$ and the phase voltage $v_a$ when (a) changing the switching frequency, (b) changing $M_i$, and (c) changing both fundamental and switching frequencies at the same instant.

Fig. 10: The transient behavior of the proposed RTSHE load currents $i_a$, $i_b$, and $i_c$ when a concurrent change in the fundamental and switching frequencies are randomly requested. No current spike is detected.
Fig. 11: The transient behavior of the conventional offline SHE load currents $i_a$, $i_b$, and $i_c$ when a concurrent change in the fundamental and switching frequencies are randomly requested.

Fig. 12: The real-time controllability of the third harmonic: (a) $v_{b3} = \frac{\pi b_3}{4} \cdot \frac{V_{dc}}{2} = \frac{\pi \cdot 0.2}{4} \cdot 50 = 7.855 \text{V}$, (b) $v_{b3} = \frac{\pi b_3}{4} \cdot \frac{V_{dc}}{2} = \frac{\pi \cdot 0.4}{4} \cdot 50 = 15.71 \text{V}$, and (c) $v_{b3} = \frac{\pi b_3}{4} \cdot \frac{V_{dc}}{2} = \frac{\pi \cdot 0.6}{4} \cdot 50 = 23.565 \text{V}$.

**TABLE I: Summary of the comparison between the conventional offline method and the proposed RTSHE/M.**

<table>
<thead>
<tr>
<th>Trade</th>
<th>Conventional Offline Method</th>
<th>Proposed RTSHE/M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Due Numerical Conv.</td>
<td>$\approx 10^{-15}$</td>
<td>$\approx 10^{-15}$</td>
</tr>
<tr>
<td>Error Due Implementation</td>
<td>Norm of residuals $= 0.076104$</td>
<td>No implementation error</td>
</tr>
<tr>
<td>Error Due Sampling</td>
<td>0.08 degrees; proportional to the fundamental frequency and $n$</td>
<td>0.172 degrees; proportional to the fundamental frequency and $n$</td>
</tr>
<tr>
<td>Offline Complexity</td>
<td>Requires solving difficult mixed integer programming problem, especially when $n$ is large.</td>
<td>No offline solution required.</td>
</tr>
<tr>
<td>Online Complexity</td>
<td>Minimal</td>
<td></td>
</tr>
<tr>
<td>Transient Behavior</td>
<td>May undergo high current transient when transferring from a set of angles to another due to change in $M_i$.</td>
<td>Improved due to the high achievable $M_i$ precision.</td>
</tr>
<tr>
<td>Ability to Remove the Selected Harmonics</td>
<td>Able to remove the selected harmonics.</td>
<td>Able to remove the selected harmonics. $THD$ is the same as the one from the offline method.</td>
</tr>
</tbody>
</table>


