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\textbf{Abstract}— Typical consumer digital cameras sense only one out of three color components per image pixel. The problem of demosaicing deals with interpolating those missing color components. In this paper, we present Compressive Demosaicing (CD), a framework for demosaicing natural images based on the theory of Compressed Sensing (CS). Given sensed samples of an image, CD employs a CS solver to find the sparse representation of that image under a fixed sparsifying dictionary $\Psi$. As opposed to state of the art CS-based demosaicing approaches, we consider a clear distinction between the inter channel (color) and inter pixel correlations of natural images. Utilizing some well-known facts about the human visual system, those two types of correlations are utilized in a non-separable format to construct the sparsifying transform $\Psi$. Our simulation results verify that CD performs better (both visually and in terms of PSNR) than leading demosaicing approaches when applied to the majority of standard test images.

\textbf{Index Terms}—image demosaicing, sparse coding, compressed sensing, compressive demosaicing.

\section{I. INTRODUCTION}

In order to reduce the cost and size of consumer digital cameras, typically, only one photo sensor is utilized per pixel; and this sensor must capture the intensity of a single color of that particular pixel [1] [2]. Thus, color filters are placed over the photo-sensors to filter the captured light. Each color filter, which is associated with a single pixel and a corresponding photo sensor of that pixel, passes a specific narrow range of color wavelengths centered around a particular desired color (e.g., red, green or blue). The collection of all color filters utilized in a digital camera forms a
Color Filter Array (CFA). Therefore, the captured image is a mosaic of single-color pixels each with a color dictated by the CFA color pattern. The CFA-based camera architecture and the captured mosaic images (“CFA images”) made it necessary to develop *demosaicing* algorithms that recover the original three color channels for each image pixel. Due to its impact on millions of consumer cameras, the area of demosaicing has received a great deal of attention over the past decade [3][16]. Several recent papers on image demosaicing provide an excellent overview of leading approaches and their classification (e.g. spatial versus frequency domains) [3][6].

It can be shown that the problem of demosaicing corresponds to an under-determined system of linear equations

\[ y = \Phi x, \]

where \( y \) is the (vector of) CFA samples sensed by the camera, \( \Phi \) represents the camera CFA, and the unknown vector \( x \) represents the image in full colors. The theory of Compressed Sensing (CS) [17][18] has proved that the solution \( x \) of an under-determined system of linear equations \( y = \Phi x \) is unique and can be found tractably, if:

(a) the solution vector \( x \) has a sufficiently sparse (or compressible) representation \( \xi \) under some dictionary \( \Psi \):

\[ x = \Psi \xi \]

and (b) the matrix \( \Phi \Psi \), which in the CS literature referred as the projection matrix, adheres to certain conditions [17][18]. Hence a fundamental design issue for solving the demosaicing problem under a compressed sensing framework is the choice of the sparsifying dictionary \( \Psi \) for a given CFA matrix \( \Phi \), such that the two aforementioned conditions are met simultaneously.

Few novel attempts have been made to solve the problem of demosaicing based on solutions developed under the area of compressed sensing [32][37][36][15][34][38]. Despite the relative success of these approaches, each of them has its own limitations. For instance, the method in [38] (in its best profile) requires to “learn”, in real-time, the sparsifying dictionary \( \Psi \) for a group of similar patches in the image, which might be prohibitively expensive in terms of computational complexity. For another example, many of the those approaches (e.g. [15][38][34]) are designed solely for the Bayer CFA. Although the Bayer CFA is the most common type of color filter arrays, this limits applicability of the aforementioned methods on other types of CFAs. Furthermore, as we show in this paper, Bayer CFA inherently introduces certain types of artifacts in the demosaiced images, which lowers the visual qualities.

With more emphasis on visual qualities of the demosaiced images, in this paper we present Compressive Demosaicing (CD), a CS-based framework for solving the problem of demosaicing. Similar to other CS based approaches, the proposed CD framework has three stages: (1) it divides CFA samples into a number of patches then (2) an under-determined system of linear equations for each patch would be solved by employing a CS solver and
finally (3) some post processing on the reconstructed image will be performed. However, unlike most of other CS-based approaches [15][16], we make no assumption about the utilized CFA in the sensing process in our design. Consequently, CD can work with any type of CFA. Arguably, what distinguishes CD the most from other CS-based approaches is how spatial and color correlations are utilized for the demosaicing process. As opposed to other approaches which are inherently oblivious to the distinction between these two types of correlations, CD is mindful of them. In other words, we utilize different sparsifying dictionaries for each domain, i.e. $\psi$ and $\Theta$ for spatial and color domains respectively. The final sparsifying dictionary $\Psi$ will be formed by fusing these two dictionaries together. We show that employing only one frame for $\Theta$ (corresponding to the separable formulation $\Theta \otimes \psi$) is very constraining and usually does not lead to a “good” quality sparsifying dictionary. This is due to the fact that the existence of color correlation in the pixel domain has different implications on different transform coefficients of the original image in the $\psi$ domain. Thus, we extend the scope of $\Theta$ from a single frame to a series of frames $\{\Theta_i\}_i$, which we refer to as Incoherent Color Frames (ICF). Each of these frames $\Theta_i$ captures the interaction of color correlation on a specific range of transform coefficients in the $\psi$ domain. By incorporating some known facts about the human visual system during fusion of $\{\Theta_i\}_i$ and $\psi$ into the sparsifying dictionary $\Psi$, one can achieve state of the art demosaicing even by applying non-adaptive sparsifying dictionaries. These concepts shall be explained with much more details in the following sections.

This paper is structured as follows: in section II, we present an overview of the Compressive Demosaicing framework and then investigate each stage of the framework with details. Section III is devoted to simulation results and finally section IV concludes this paper.

A. An overview of the paper contributions

The proposed Compressive Demosaicing framework is based on utilizing a fixed sparsifying dictionary $\Psi$ that can work with any given CFA matrix $\Phi$. This represents one departure from recent CS-based approaches, which rely solely on the Bayer CFA and adaptive learned dictionaries to solve the demosaicing problem. The proposed compressive demosaicing framework is characterized by the following contributions.

1) Explicit distinction between spatial and color sparsifying dictionaries

A viable CS-based demosaicing solution needs to consider the sparsification of the color image in both (a) the spatial (pixel) domain through an inter-pixel decorrelation transform and (b) the 3D space of the color channels through
inter-color channel (or simply “inter-channel”) decorrelation. This sparsification process in both domains can be achieved in a separable manner or by a non-separable framework. Under CD, we develop both separable and non-separable frameworks. For now, assume that we can employ two separable sparsification dictionaries: $\psi$ for the spatial (pixel) domain and $\Theta$ for the 3D color space. Hence, under a separable CD framework, we model the demosaicing problem using an overall sparsifying dictionary $\Psi = \Theta \otimes \psi$, where $\otimes$ is the tensor Kronecker product.

Hence, under CD, we have $y = \Phi \Psi \xi = \Phi(\Theta \otimes \psi) \xi$, where the pixel domain and color domain sparsification dictionaries are explicitly distinct from each other. It should be clear that for the pixel sparsification dictionary $\psi$, a wide range of popular transforms such as DCT or wavelets, or even over-complete spatial dictionaries could be employed. Hence, a key question under such framework is what dictionary $\Theta$ one should employ for the color channels.

2) *Incoherent Color Frames (ICF) for compressive demosaicing*

Our initial work on compressive demosaicing [32] was based on designing a single color dictionary $\Theta$ by projecting the traditional three color channels onto an Equiangular Tight Frame (ETF) [7][31]. This opened the door to a new paradigm for solving the demosaicing problem. In a nutshell, applying an ETF within the 3D color space enables further sparsification, and hence enhances the probability of a CS solver to find the original three-color signal. Nevertheless, and despite being maximally incoherent, an ETF based approach for demosaicing suffers from a major shortcoming where only a single non-trivial ETF frame is known to exist in 3D. This single non-trivial ETF in 3D has only six basis vectors; and hence the level of sparsity that can be achieved is rather limited. Consequently, there is a clear need for developing a more general framework than ETF for representing and sparsifying color channels in their inherently 3D space. Such framework should have the following objective: It should exploit the notion of projecting the three traditional color channels onto a sparsifying color dictionary using an optimal number of basis vectors while considering key features of the color space and its relationship with the spatial frequency domain. In this paper, we introduce a new frame design that we refer to as Incoherent Color Frames (ICF) which addresses the aforementioned objective.

3) *Non-separable ICF for compressive demosaicing*

One option for designing a color dictionary is to have an ICF that is a function of the pixel-domain spatial-frequency. Such strategy can be expressed using a more compact compressive-demosaicing framework: $y = \Phi S(\{\Theta\}_j) \xi$, where $S(\{\Theta\}_j)$ represents a non-separable framework for sparsifying the color channels.
where in this case, the non-separable incoherent color frames \( \{ \Theta_i \}_i \) are a function of the particular pixel-domain spatial frequency \( i \) and \( S(\psi, \{ \Theta_i \}_i) \) is a function that “mixes” \( \{ \Theta_i \} \) with the spatial dictionary \( \psi \). The non-separable ICF approach takes into consideration key features of the color space, its relationship with the spatial frequency domain and important attributes of the human visual system (e.g., its low-sensitivity to the high frequency color components). We show that this non-separable strategy can outperform its separable counterpart significantly.

4) Construction algorithms for ICF frames

It is important to note that employing well known “optimization” methods for constructing tight frames or for achieving minimum coherence projection matrices [33] are not suitable (not even applicable) in the context of the proposed ICF frames since a set of ICF constraints (outlined later) lead to a highly non-convex problem and any alternating projection algorithm may diverge after a few iterations. Nevertheless, we show that finding optimum ICFs translates into finding “good” sparsifying dictionaries (or transforms) for triplets of \( (R_i, G_i, B_i) \) where \( R_i, G_i \) and \( B_i \) are respectively, the \( i \)-th transform coefficient of red, green and blue color planes of the original image in the employed spatial dictionary \( \psi \). Therefore, one can utilize available learning methods and optimization techniques to find and construct ICFs. In our design, we also consider attributes of the human vision system to achieve good sparsifying results. Our simulation results show that the proposed ICF design provides visibly improved quality for demosaiced images when compared to leading approaches.

II. THE FRAMEWORK OF COMPRESSIVE DEMOSAICING

In this section, we present the framework of “Compressive Demosaicing” (CD), a framework for demosaicing of natural images based on the theory of compressed sensing. Similar to other CS-based demosaicing algorithms [15][32][38] CD is comprised of the following three major stages:

- **Dividing the image into patches:** The algorithm divides sensed CFA samples \( y \) into groups \( \{ y^{(j)} \} \) (where \( \bigcup_j y^{(j)} = y \) ) and each group \( y^{(j)} \) would undergo stages 2-3. Note that, these groups of samples correspond to patches of the original image which would be demosaiced. To avoid the blocking effects, usually some overlaps among these blocks are assumed in practice.

- **Solving a system of linear equations:** The algorithm selects a sparsifying transform (dictionary) \( \Psi^{(j)} \) for the input group of samples \( y^{(j)} \). This dictionary can range from a fixed dictionary for all blocks of the image \( \forall j: \Psi^{(j)} = \Psi \) to
an adaptive one which we choose based on the image patch. Then, the algorithm forms an under-determined system of linear equations $y^{(j)} = \Phi^{(j)}\psi^{(j)}\xi^{(j)}$, where $y^{(j)}$ is the input group of samples, $\Phi^{(j)}$ is a function of the camera and the part of the CFA affecting the sample values $y^{(j)}$. The unknown vector $\xi^{(j)}$ is essentially the representation of the patch of the original image (corresponding to samples $y^{(j)}$) in the $\psi^{(j)}$ domain. The representation $\xi^{(j)}$ will be estimated by a CS decoder to $\hat{\xi}^{(j)}$. Finally, that patch in full color would be approximated by $\psi^{(j)}\hat{\xi}^{(j)}$.

- **Post processing:** Depending on the amount of overlaps, a number of estimates for the colors of a pixel would be available. The last stage of CD finds the best approximation of the colors of the image from the available estimates $\{\psi^{(j)}\hat{\xi}^{(j)}\}$. Some classical post-processing such as median filtering might be also required to remove certain types of color artifacts.

Although all CS-based demosaicing methods follow the same high level algorithm (outlined above), their performances and qualities of recovered images could vary significantly. For instance, the authors in [15] used their own modified version of the greedy Orthogonal Matching Pursuit (OMP) [22] for CS-solver in stage two, while Basis Pursuit (BP) [23][29] was utilized in the proposed approach in [32]. Although the choice of the CS-solver affects the computational complexity of an algorithm, the quality of demosaiced images mostly depends on the quality of the selected sparsifying dictionary $\psi^{(j)}$.

### A. Notations

Before formulating the problem of demosaicing in the following, let us present the notations used throughout this paper. For a natural number $q \in \mathbb{N}$, define $[q] := \{1, 2, \ldots, q\}$. The cardinality of a set $s$ is denoted by $\text{Card}(s)$. The $l$-th entry of the vector $\xi$ is denoted by $\xi_l$. Matrices (or 2D images) would be represented by bold size fonts (e.g. $\Phi$) while vectors and scalars shall be represented by normal font size (e.g. $x$). We often use MATLAB notation for identifying submatrices of a matrix. For instance, for $A \in \mathbb{R}^{n_1 \times n_2}$, $s_1 \in [n_1]$ and $s_2 \in [n_2]$, by $A_{s_1,s_2}$ we mean the submatrix of $A$ restricted to rows of $s_1$ and columns of $s_2$. Similarly we use the notion of “:” for instance $A_{s_1,:}$ (or $A_{:,s_2}$) to keep only rows (columns) indexed by $s_1$ ($s_2$). The transpose of $A$ is denoted by $A^T$. To simplify equations and without loss of generality, we often deal with the vectorized form of images in this paper. By vectorized form of an image (or a 2D matrix) $A$, we mean that we stack the columns of that image on top of each others. For instance,
the vectorized form of a \( n_1 \times n_2 \) pixel image \( A \in \mathbb{R}^{n_1 \times n_2} \) is a \( n_1 n_2 \times 1 \) vector \( A := \text{Vec}(A) \) where \( A_l = A_{i,j} \) holds true for \( l = (j-1)n_1 + i \).

The expected value of a random variable \( x \) will be denoted by \( E(x) \). Finally \( \otimes, \odot \) and \( * \) respectively denote Kronecker tensor product operator, the Hadamard (point wise) product and 2D-convolution.

B. The problem formulation

In this sub-section, we model the sensing process and link the demosaicing problem to the CS problem [17][18]. Consider \( X \), an \( n_1 \times n_2 \) pixel color image, composed of three primary color planes red \( R \in \mathbb{R}^{n_1 \times n_2} \), green \( G \in \mathbb{R}^{n_1 \times n_2} \) and blue \( B \in \mathbb{R}^{n_1 \times n_2} \). Then, the color of the \( l \)-th pixel (in the vectorized form) is in the form of \( (R_i,G_i,B_i) \) in the RGB color system where \( i \in [N] \) and \( N = n_1 n_2 \) is the total number of pixels in \( X \). Furthermore, suppose that the deployed CFA, at the \( i \)-th pixel passes red, green and blue wavelengths by factors of \( \alpha_i, \beta_i \) and \( \gamma_i \) respectively where\(^2 \) \( ||[\alpha_i \beta_i \gamma_i]||_1 = \alpha_i + \beta_i + \gamma_i = 1 \) [5]. Here the value of one indicates a complete pass (no attenuation) and the value of zero represents total blockage (no passing). Hence \( y_i \), the \( i \)-th sensed sample is simply:

\[
\forall i \in [N]: y_i = \alpha_i R_i + \beta_i G_i + \gamma_i B_i
\] (1)

Note that, this formulation is valid only for “single color per pixel sensing”. Nevertheless in this paper, we adhere only to this case i.e. ordinary (and not CS) cameras\(^3 \).

Let us define \( N \times N \) diagonal matrices \( \bar{\alpha}, \bar{\beta} \) and \( \bar{\gamma} \) as:

\[
\bar{\alpha}_{i,i} = \alpha_i, \quad \bar{\beta}_{i,i} = \beta_i, \quad \bar{\gamma}_{i,i} = \gamma_i
\] (2)

and zero otherwise. Also define the CFA matrix \( \Phi \in \mathbb{R}^{N \times 3N} \) by:

\[
\Phi = [\bar{\alpha} \quad \bar{\beta} \quad \bar{\gamma}]
\] (3)

Then we can extend (1) to \( y \), the vector of all CFA samples through:

\[
y = \Phi \begin{bmatrix} R \\ G \\ B \end{bmatrix}
\] (4)

\(^2 \)This constraint considers the fact that sensors have an upper limit of sensing of light intensities.

\(^3 \)The formulation can be easily extended to the case of single pixel cameras [28]. In this case, the passing parameters would be matrices (and not vectors). More specifically, let \( \alpha_{i,j}, \beta_{i,j} \) and \( \gamma_{i,j} \) represent how much intensities of red, green and blue wavelengths respectively at pixel index \( j \) (in the vectorized form) have been attenuated in the sensing of the \( i \)-th sample. Then, (1) turns into:

\[
y_i = \sum_{j=1}^N (\alpha_{i,j} R_j + \beta_{i,j} G_j + \gamma_{i,j} B_j)
\]

Consequently, the matrices \( \bar{\alpha}, \bar{\beta} \) and \( \bar{\gamma} \) in (2) will not be diagonal in this case.
The equation (4) can explain the problem of demosaicing in a compact form; that is: given sensed samples $y$ and the CFA (matrix) $\Phi$, estimate the primary color planes of the underlying image (i.e. vector of $[R^T G^T B^T]^T$). Since the number of samples ($\text{Card}\{y\} = N$) is less than the size of the unknown vector $[R^T G^T B^T]^T$ (which is $3N$), hence the problem of (4) is an under-determined system of linear equations. From basic linear algebra, it has been known that such a system of equations has an infinite number of solutions and thus any algebraic approach to solve the demosaicing problem sounds inconceivable. However, the recently developed theory of Compressed Sensing (CS) [17][18][19] has proved that an under-determined system of linear equations under certain conditions (outlined in those references) has a unique solution which can be found tractably, if that solution is sufficiently sparse (mostly zero) or compressible. So one might think that, the samples and the CFA matrix could be input to a CS decoder to find the RGB color planes of the image. However, this approach more likely will fail, since the most important assumption of the CS framework, i.e. sparsity of the solution vector is not satisfied in this approach. More specifically, usually for natural images, RGB color planes are very similar to (the luminance of) the image itself and hence neither of them is sparse. On the other hand, it has been widely known that natural color images have strong inter-pixel and inter-channel (color) correlations. High inter-pixel and inter-color correlations translate to existence of some sparsifying frames where these natural images are sparse with respect to them. This suggests that we demosaic color images in transform domains other than RGB pixel domain.

Assume $[R^T G^T B^T]^T$ has a sparse representation $\xi \in \mathbb{R}^{qN}$ in $\Psi \in \mathbb{R}^{3N \times qN}$ domain, where $q/3 \geq 1$ determines the redundancy factor of such transform. This can be expressed by:

$$
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} = \Psi \xi
$$

(5)

Then, merging (4) and (5) yields:

$$
y = \Phi \Psi \xi
$$

(6)

If the transform $\Psi$ captures inter-pixel and inter-channel correlations effectively, then $\xi$ would be sufficiently sparse or compressible:

$$
k = \|\xi\|_0 = \text{Card}\{i: \xi_i \neq 0\} \ll 3N
$$

(7)
Consequently, generic CS-decoders such as Lasso [24], greedy pursuit algorithms (e.g. OMP, Cosamp, Stomp, etc) [21][22][20] or Basis Pursuit (BP) [23], can estimate the unknown vector $\xi$ from samples $y$ by solving the following convex optimization problem:

$$\xi^* = \arg\min_{\xi} \| \hat{\xi} \|_1 : y = \Phi \Psi \hat{\xi}$$

Having $\xi^*$, one can use (5) to estimate RGB color planes of the original image by $\Psi \xi^*$. Before introducing configurations which we adapted in our simulations, let us present the effect of deployed CFA on the quality of the demosaiced images in the next subsection.

### C. The Color Filter Array

We begin presenting CD, by investigating the effect of CFA on quality of demosaiced images for two reasons: (a) CFA is the first physical component in a digital camera which affects the quality of demosaiced images and (b) it controls the information that samples capture. Hence, utilizing an improper CFA in the sensing stage can lead to demosaiced images with degraded qualities even if an optimal demosaicing method is deployed.

Arguably, Bayer CFA is the most common type of color filter arrays used in the digital cameras where its CFA matrix ($\Phi_B$) for a block of $2 \times 2$ is in the form of:

$$\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}$$

Recall that human eyes are more sensitive to green wavelength than red and blue. In the design of Bayer pattern, this fact is considered by allocating more green color filters. In fact, most of traditional demosaicing algorithms benefit such property of Bayer pattern by following a sequential process where first, the green color plane (with more available samples) is interpolated and then the other two difference (or ratio) color planes (e.g. R-G and B-G) would be interpolated [3]. On the other hand, a CS-based demosaicing algorithm (usually) cannot follow such sequential approach, since it recovers the sparse representation of RGB color planes of a block (in some sparsifying transform) simultaneously. One might think that Bayer CFA is the optimal design, even for CS-based demosaicing approaches since the method [38] with the highest reported PSNRs of demosaiced images on Kodak test set, is designed upon Bayer CFA. Broadly speaking, this method [38] attempts to find similar patches of the image and then finds an adaptive sparsifying transform for these similar patches. This task is achieved by exploiting the “pure” sampling
property of Bayer CFA where, each sample is from only one color plane (and not a mixture of different color planes). Despite the extensive exploitation of Bayer CFA in detecting similar patches of an image, it can be argued that, this method benefits mainly from non-local means filtering [39] and employing adaptive dictionary design in a joint sparsity model [38]. Furthermore, it has been proved in some other works (e.g. [5][41]) that panchromatic CFAs must be deployed to achieve better modulations in terms of separability (i.e. lower chance of aliasing) of color channels in the Fourier domain. This leaves us with an important question to answer, and that is: which CFA is optimum and what characteristics does it have? In the rest of this sub-section, we present our observations and also some guidelines in design of optimal CFAs for the CD framework. Indeed there does not exist a globally optimum CFA and it might be the case that, a CFA is optimum for a demosaicing algorithm and not for another one. The optimal CFA design for classical (non CS) demosaicing approaches have been studied extensively (e.g. in [5][41]) but not for recently developed CS-based demosaicing methods. It is of great importance to note that under a CS-based demosaicing approach, the optimality of a CFA $\Phi$ depends on the employed sparsifying transform $\Psi$, since the CS solver only operates on $P = \Phi \Psi$ and is oblivious to $\Psi$ and $\Phi$. For now assume that there is an ordering function $\Xi: \mathbb{R}^{a \times b} \rightarrow \mathbb{R}^+$ for all possible projection matrices of size $a \times b$. That is, if $\Xi(A) < \Xi(B)$ then $A$ is preferred over $B$ as a projection matrix for a CS decoder. For a given number of pixels $N$ let us define the class of “admissible CFA matrices” $\mathcal{U}$ as follows:

$$\mathcal{U} = \{ \Phi \in \mathbb{R}^{N \times 3N} : \Phi_{i,j} = 0, \Phi_{i,i} + \Phi_{i,N+i} + \Phi_{i,2N+i} = 1 \}$$

for all $i, j \in [N]$ and $j \neq i, N+i, 2N+i$. Note that this class of matrices corresponds to all valid CFAs which can be employed in the sensing stage. For a given ordering $\Xi$ and sparsifying dictionary $\Psi$, the problem of optimal design of CFA under a CS framework can be casted as:

$$\Phi^* = \arg\min_{\Phi} \Xi(\Phi \Psi) : \Phi \in \mathcal{U}$$

(10)

Note that (depending on $\Xi$) this optimization problem might not be convex. For now, let us focus on the ordering function $\Xi(\cdot)$. Recall that a CS-decoder estimates the unique sparse/compressible solution $\xi$ in (8) with the minimum error, if the effective projection matrix $P = \Phi \Psi$ has a small value of “Restricted Isometry Constant” [18] or $\text{RIC}^4$. Back to the CFA matrix of Bayer in (9), it can be clearly observed that there are exactly eight zero columns in $\Phi_B$ indicating a high RIC for that matrix. This undesirable property can be propagated from the CFA matrix $\Phi_B$ to the
effective projection matrix $P_B = \Phi_B \Psi$. In words, the Bayer might not be the optimal CFA under the measure of RIC for $\Xi$. This prevision was in complete agreement with our simulation results where we have observed that the Bayer CFA does not lead to demosaiced images with highest PSNRs (see Figure 1 for an example). Further results, showing the effect of CFA on the quality of demosaicing are available in our website [44].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{The effect of CFA on the quality of the demosaiced images. From left to right: (a) The original patch (b) random panchromatic CFA, PSNR=41.88db, (c) Bayer CFA, PSNR=41.24db, (d) Second generation CFA, PSNR=42.58db.}
\end{figure}

Despite the ability of RIC in predicting the behaviour of generic CS-solvers during the sparse recovery, it cannot be employed in $\Xi$ since computing the RIC of a matrix is combinatorially hard and cannot be done in polynomial time. Thus the community proposed the alternative measure “mutual coherency” which can be computed very efficiently and yet it provides some (weak) bounds for RIC of a matrix [17][21][33]. The mutual coherency of a matrix $A \in \mathbb{R}^{n_1 \times n_2}$ is denoted by $\mu(A)$ and is the largest magnitude normalized inner product between different columns of that matrix. This can be expressed in the form of:

$$
\mu(A) = \max_{i \neq j} \frac{|A^T_{i,j}A_{i,j}|}{\|A_{i,:}\|\|A_{j,:}\|}
$$

A low measure of mutual coherency is highly desirable for the success of many CS-decoders belonging to the class of greedy pursuit algorithms (e.g. [20][21][22]). On the other hand, mutual coherency is a worst case measure and may not reflect the actual behaviour of a CS solver in practice. Thus, it has been suggested in several works (e.g. [33][36]) to use the distribution of the sequence $|A^T_{i,j}A_{i,j}|/(\|A_{i,:}\|\|A_{j,:}\|)$ as a more realistic measure for optimality of the matrix $A$ as the projection matrix in a CS framework. For such measure, the authors in [36] proposed using the exceedance (or Complementary Cumulative Distribution) function:

$$
F_c(A, g) = \Pr \left( \frac{|A^T_{i,j}A_{i,j}|}{\|A_{i,:}\|\|A_{j,:}\|} \geq g \right)
$$

(12)
where \( \text{Pr} \) denotes the probability function and \( g \) is a real valued number in the range of \([0,1]\). Thus for an optimal projection matrix \( \mathbf{P} \), one expects that \( F_c(\mathbf{P}, \cdot) \) decays fast. Figure 2 compares the corresponding exceedance functions of the effective projection matrices for three types of CFAs: Bayer \( F_c(\Phi_B, \Psi, g) \), Second Generation (SG) \([5]\) \( F_c(\Phi_S, \Psi, g) \) and a random panchromatic CFA \( F_c(\Phi_R, \Psi, g) \) where \( \Psi \) is our deployed sparsifying dictionary (to be presented in the following sections) for patches of size \( 8 \times 8 \) pixels. As clearly illustrated, the exceedance function of a SG CFA decays fastest when compared with the other two CFAs. On the other hand, a Bayer CFA has the heaviest tail. Thus one might expect that under CD framework, a SG CFA is preferable over the other two CFAs. In Figure 1, we have demosaiced a patch from the famous “lighthouse” test image under CD framework with the aforementioned three CFAs. Note that the resulted PSNRs of demosaiced images are in complete agreement with our proposed measure. Unfortunately, the proposed exceedance function is not a valid ordering \( \Xi \) since \( F_c(\mathbf{A}, g) \) does not give us a non-negative scalar and instead it yields a continuous function over the range of \([0,1]\) \( (F_c(\mathbf{A}, g): \mathbb{R}^{a \times b} \times [0,1] \rightarrow [0,1]) \). Designing a valid ordering from the exceedance function and solving (10) are subjects of our future work. Due to the availability and desirable properties of SG CFAs, in this paper we have adapted them in our simulations.

\[ \text{Figure 2. Complementary Cumulative Distribution Function (CCDF) for three different CFA types.} \]

D. Dividing the image into patches

To employ CS in the problem of demosaicing, we have to demosaic blocks (as opposed to individual pixels) of images, due to several reasons, few of which we list here. First, in a CS framework, we traditionally sense \( m > 1 \) linear samples from the same signal; however in digital cameras, we are sensing only one compressive sample \( (m = 1) \) from three unknowns (the color components of a specific pixel). In other words, for each pixel we have a (seemingly independent) system of only one equation and three unknowns and these unknowns might not be sparse...
in the RGB color coordinate and CS does not apply to this type of problem. Second, in practice, virtually all popular CS decoders have optimum operating regions [40], where outside these regions even if a theoretically sufficient number of samples are provided to the solver, there is no guarantee that the underlying CS decoder would find the solution. Usually, this optimal working region does not include extremely short length signals. Thus, if we attempt to recover the color components of each pixel individually, even if the pixel has a sparse representation in the RGB domain, there is no guarantee that the underlying CS decoder would find that solution. Therefore, a block-wise processing would be inevitable if CS is being utilized in the demosaicing framework. Assume that an \( N \) pixel image is divided into \( Q \) blocks. In this paper, we denote the pixel indices belonging to the \( i \)-th block by \( S_i \). That is:

\[
\forall i \in [Q]: S_i \subseteq [N]: \bigcup_i S_i = [N]
\]  

(13)

Then we have:

\[
y^{(i)} = y_{S_i} = \alpha_{S_i} \odot R_{S_i} + \beta_{S_i} \odot G_{S_i} + \gamma_{S_i} \odot B_{S_i}
\]  

(14)

Optimal configuration of block sizes \( \text{Card}\{S_i\} \) and also the algorithm which assigns pixel indices to these sets \( \{S_i\} \), significantly improve the quality of demosaiced images. Similar to (virtually all) classical image processing algorithms, these optimal configurations are highly dependent on the domain where the demosaicing process takes place (\( \Psi \)) and more importantly on the image itself. For instance and as reported in [15][38], a larger block size should be adapted for demosaicing of smooth and texture regions while a smaller block size leads to demosaiced patches with fewer artifacts in non-smooth regions. Another observation in case of CS-based demosaicing is that, as the size of the block increases, the estimation process becomes more stable. More specifically, a larger block size leads to demosaiced images with an acceptable level of error (neither very high nor very low quality and usually a color-washed patch) while choosing a smaller block size generates either a noisy patch or one without any visible artifacts. These effects are clearly illustrated in Figure 3.
Figure 3 The effect of block size on the quality of the demosaiced images. Smaller block sizes are more suitable for singular regions (the first row), while larger block sizes should be selected for texture and smooth regions (the second row).

For the brevity, let us use the term “block division strategy” for the algorithm which selects the block sizes and assigns pixel indices to the blocks. Three notable block division policies have been proposed so far for a CS-based demosaicing scheme:

- Fixed block size: Similar to classical block processing algorithms, this strategy slides a window of fixed size \((\forall i, j: \text{Card}\{S_i\} = \text{Card}\{S_j\})\) over the image (e.g. in \([15][32][36]\)).

- Using two sliding windows of different sizes: An image would be demosaiced using two block sizes (e.g. \(8 \times 8\) and \(16 \times 16\)). Then two reconstructed images would be fused by a weighted average (e.g. the proposition of \([15]\)).

- Similar blocks of the same size: In this strategy, the image would be demosaiced using a fixed block size. However similar blocks would be demosaiced using a joint sparsity model (see \([38]\)).

Each of these three policies has its own advantages and disadvantages. For instance the first strategy is very simple and demands the least of computations at the cost of lower qualities of demosaiced images. The second strategy is computationally light and leads to improvement on the qualities of reconstructed images (compared to the first strategy). However this strategy implies two runs of the demosaicing algorithm. Furthermore, it does not benefit
good properties of different block sizes to the maximum extent possible\(^5\). Although the third strategy is utilized in a top performer (in terms of PSNRs) [38], it is the most complex one among the three policies and ignores the benefits of utilizing different block sizes.

In the remainder of this subsection, we present an efficient strategy for dividing the image into patches with proper block sizes that we used in our simulations.

1) Filtering

Here, we propose a low complexity strategy that does not demand two iterations of the demosaicing process. The first stage of such strategy is dividing the CFA samples into macro-blocks. Each macro-block would contain a number of blocks and all these blocks would have the same size. However, different macro-blocks might be demosaiced using different block sizes. Let us use \( \Omega_i \) to denote the block indices belonging to \( S_i \), the \( i \)-th macro-block. Then we have:

\[
\forall a, b \in \Omega_i: S_a \subseteq S_i, \text{Card}\{S_a\} = \text{Card}\{S_b\}
\]

In our simulations we form these macro-blocks by partitioning an image into patches of size \( 16 \times 16 \). Indeed more effective algorithms can be used for forming macro-blocks (e.g. adaptive macro-blocks with varying sizes). However to keep the strategy complexity low, we follow such basic scheme. Then a high pass filter with diagonal edge detection capability would be applied directly to the CFA samples in that macro-block. This can be written as:

\[
\tilde{y}_{S_i} = y_{S_i} * Z
\]

where \( \tilde{y}_{S_i} \) is the filtered macroblock, \( Z \) is the high pass kernel. Now if the energy of the filtered CFA image in that macro-block (\( \|\tilde{y}_{S_i}\| \)) is more than a threshold \( \delta \), then that macro-block would be demosaiced using large block sizes. Otherwise, a smaller block size would be adapted. It should be clear that over-estimating and under-estimating the value of \( \delta \) lead to false adaptions of smaller and larger block sizes respectively. In other words, over-estimating \( \delta \) makes the demosaiced image sharper and reduces the computational time and at the same time might introduce artifacts in the recovered image. On the other hand, under-estimating \( \delta \) leads to higher PSNRs but also causes color-washed patches and increases the computational time.

\(^5\) Since a weighted averaging scheme increases the lower bound and meanwhile decreases the upper bound of the achievable PSNRs.
Let us briefly justify this strategy in here. As presented in the following subsection, our sparsifying dictionary $\Psi$ is based on 2D-DCT. There exist atoms in 2D-DCT dictionary in the shape of vertical and horizontal strips which can express vertical and horizontal edges very effectively, even in small block sizes. On the other hand, it is known that DCT is much less effective in sparsely expressing diagonal edges [26][27][25][30]. Thus in case of a DCT based sparsifying dictionary, a CS-decoder would less likely converge to the correct solution in the regions with diagonal edges. Now if a small block size is adapted for demosaicing a region with diagonal edges, then visible artifacts would be introduced in that region (see Figure 3). On the other hand, adapting a larger block size for demosaicing of the same region, would spread the error in the whole region which is less visible. Now, it has been known (and can be verified) that, CFA samples of a scene look like the luminance of the same scene with mosaic effects. Thus applying a filter to CFA samples directly gives a sense of the actual output of the original image when filtered using the same filter. The role of the threshold $\delta$ is to detect real diagonal edges in the image and ignoring the mosaic patterns of the CFA samples. In practice, we have observed that this strategy leads to significant visual improvement and considerably large PSNR boost (approximately 1db on average for all Kodak test images) to the demosaiced images. Algorithm 1 summarizes the proposed strategy.

\begin{algorithm}
\textbf{Input:} $y, S, b_1, b_2, \delta, Z$
\textbf{Output:} $S$
\begin{verbatim}
S = \emptyset \\
\bar{y} = y * Z \\
For i = 1 to Card(S)
    If $||\bar{y}_{S_i}|| \geq \delta$ then \\
        S ← S∪{all blocks of size $b_1 \times b_1$ in $S_i$}
    Else \\
        S ← S∪{all blocks of size $b_2 \times b_2$ in $S_i$}
End
\end{verbatim}
\textbf{Algorithm 1:} The proposed block division strategy.
\end{algorithm}

For our simulations, we have trained a filter to detect diagonal edges from CFA samples. More specifically, among almost nine million possible patches of size $16 \times 16$ in the Kodak image set, we identified 5,000 CFA patches which
are best to be demosaiced in blocks of size $16 \times 16$ and assigned label $-1$ to all these patches. Similarly, we found 5,000 CFA patches of size $16 \times 16$ which are better to be demosaiced in blocks of size $8 \times 8$ and assigned label $+1$ to these patches. After making those CFA samples zero mean and unit norm, we input such training data to an off-the-shelf linear SVM trainer [43] to find such filter from the CFA samples. The derived filter that we also utilized in our simulations is presented in Figure 4. Note that the trained filter is indeed a simple high pass filter, as we claimed before in this sub-section. Also in our simulations, we set the value of $\delta$ to $\|B \ast Z\|$ where $B$ has the same size of $\tilde{y}_{S_i}$ and all of its entries equal to $E(\tilde{y}_{S_i})$. It is straightforward to verify that by using this value of $\delta$, the derived filter would serve as a support vector, separating CFA samples that are better to be demosaiced in blocks of $8 \times 8$ from those that are better to be demosaiced in blocks of $16 \times 16$.

![Figure 4](image.png)

*Figure 4 A high pass filter, trained for identifying the proper block size in the demosaicing process.*

Before concluding this subsection, let us discuss the effect of overlap among patches on the quality of the demosaiced images and also on the complexity of CD. As stated before, we need to allow some overlap among patches during the demosaicing process to avoid blocking artifacts. Clearly, as we increase the overlap amount, the quality of the demosaiced image and also the computational time will increase. Figure 5 illustrates this effect. In Figure 5-a and Figure 5-b, we investigated the effect of increasing the overlap (among CFA patches) on the quality of demosaicing and also on the required time to demosaic Kodak test image 23 when the block division strategy is fixed $16 \times 16$. Figure 5-c and Figure 5-d show the same functions when Kodak test image 3 is demosaiced by adapting a block division strategy of fixed $8 \times 8$. For these plots, we chose these two images since among all test images, Kodak test images 3 and 23 would take the longest time to be demosaiced by block sizes $8 \times 8$ and $16 \times 16$. 
respectively. Note that after a sufficient amount of overlaps among patches (e.g. 3 for block size \(8 \times 8\) and 6 for \(16 \times 16\)), the quality of demosaicing will saturate. In other words, no significant improvement on the quality of demosaiced images would be observed after those amounts of overlaps while computational time increases non-linearly. Figure 5 shows that it would take approximately 14 seconds in the worst case to demosaic any Kodak test image by using our CD implementation in Matlab to get virtually the best result when the block division strategy is fixed \(8 \times 8\). On the other hand, it would take less than 100 seconds to demosaic any of Kodak test images to get nearly best quality, if all patches are demosaiced in block sizes of \(16 \times 16\). Meanwhile, and as shown in the simulation result section, adapting a fixed block size is not the optimal strategy and adapting different block sizes would be beneficial in improving the quality of demosaicing. For instance, the introduced high pass filter (illustrated in Figure 4) predicted that out of 1536 non-overlapping patches of \(16 \times 16\) in Kodak test image 23, only 666 of them need to be demosaiced by block size of \(16 \times 16\) and the rest should be demosaiced by blocks of size \(8 \times 8\) (leading to an effective running time of less than one minute to get nearly the best result).

![Figure 5](image-url)

Figure 5 (a) The required time to demosaic Kodak test image 23 as a function of the amount of overlap among patches, when the block division strategy is fixed \(16 \times 16\). (b) PSNR of demosaiced Kodak test image 23 as a function of the amount of overlap among patches, when the block division strategy is fixed \(16 \times 16\). (a) Required time to demosaic Kodak test image 3 as a function of the amount of overlap among patches when the block division strategy is fixed \(8 \times 8\). (b) PSNR of demosaiced Kodak test image 3 as a function of the amount of overlap among patches when the block division strategy is fixed \(8 \times 8\).
E. Solving a system of linear equations

Without loss of generality and for the simplicity of notations, suppose that we divide the image \( X = [R^T G^T B^T] \) into only one patch (block), i.e. \( Q = 1 \), \( y = y^{(1)} \) and \( \Psi = \Psi^{(1)} \). As before, assume that \( X \) has the representation of \( \xi \) in \( \Psi \) domain: \( X = \Psi \xi \). Inputing CFA samples \( y = \Phi X \) to any generic CS decoder, the representation \( \xi \) would be approximated as \( \xi^* \) by using the optimization problem (8). Now the quality of the demosaiced image is completely determined by the estimation error of \( \xi - \xi^* \). Such error would be minimal if \( \xi \) is sufficiently sparse (guaranteeing the CS decoder to converge to the correct solution). This can be achieved if \( \Psi \) effectively captures the spatial and color correlations of that image patch.

Broadly speaking, there are two approaches for designing the sparsifying transform \( \Psi \) for natural color images: (a) methods which are inherently oblivious to the distinction between the spatial and color domains (e.g. [15][38]); and (b) approaches that are mindful of the distinction between the two types of correlations (spatial and color-channel) [32][34][36]. A prime example of the first approach is the one introduced in [38] where adaptive dictionaries were employed to sparsify color images. Despite of its superior results, such approach relies on image-dependent transforms which they learn during the demosaicing process and hence can suffer from high computational complexities. In this paper, we focus on the second approach (differentiating spatial and color correlations) and utilize the concept of fixed non-separable frames, introduced by authors in [37]. Before presenting the utilized sparsifying transform, let us review the concept of non-separable color frames in here.

Consider the signal \( x = (x_1, x_2, ..., x_l) \) where transform \( \Psi^{(i)} \) de-correlates \( x_i \in \mathbb{R}^{d_i} \). Then, one can use the separable transform \( \Psi^{(1)} \otimes \Psi^{(2)} \otimes ... \otimes \Psi^{(l)} \) to de-correlate the vectorized form of \( x \). Some prior works [32][34][36] in CS-based demosaicing utilized inter-channel and inter-pixel correlations in this separable form. More specifically in those approaches [32][34][36], the sparsifying transform \( \Psi \) is formed by: \( \Psi = \Theta \otimes \psi \), where \( \psi \) and \( \Theta \) are sparsifying dictionaries for spatial and color domains, respectively. This separable formulation, which is similar to some traditional demosaicing methods (e.g.[3]) attempts to find spatial transform (e.g., DCT or Fourier) coefficients of the image in fixed color spaces (e.g., YUV). In [32], we utilized Equiangular Tight Frame (ETF) along with the luminance (Y) axis in a separable form for \( \Theta \) and 2D-DCT for the spatial transform \( \psi \). At first glance, this choice seems to be an optimal one since an ETF is the most incoherent redundant frame for a given number of atoms.
Although the ETF based solution may work well for image regions with limited colors, a demosaiced image can still have visible color shifts in other regions. To find the source of those artifacts for the separable case of $\Psi = \Theta \otimes \psi$, let $\psi \in \mathbb{R}^{N \times M}$, and define the permutation matrix $\Pi \in \mathbb{R}^{3M \times 3M}$ as:

$$\Pi_{i,j} = \begin{cases} 1 & j = M((i - 1) \mod 3) + \left\lfloor \frac{i}{3} \right\rfloor + 1 \\ 0 & \text{otherwise} \end{cases}$$ (17)

Hence, $\Pi$ is in the form of:

$$\begin{bmatrix} M & 0 & 0 \\ 0 & M & 0 \\ 0 & 0 & M \end{bmatrix}$$

(18)

Now let us compare the solution of $\eta^*$ in:

$$\eta^* = \arg \min_{\hat{\eta}} \|\hat{\eta}\|_1, s.t. \quad y = \Phi[\Theta \otimes \psi_{1,1} \Theta \otimes \psi_{2,2} \ldots] \hat{\eta}$$

(19)

to the solution of $\xi^*$ in the original problem of (8). Note that, by expanding (8) in case of the separable sparsifying dictionary $\Psi = \Theta \otimes \psi$, we have:

$$\xi^* = \arg \min_{\hat{\xi}} \|\hat{\xi}\|_1, s.t. \quad y = \Phi_{\Theta} \begin{bmatrix} \theta_{1,1} & \theta_{1,2} & \ldots \\ \theta_{2,1} & \theta_{2,2} & \ldots \\ \theta_{3,1} & \theta_{3,2} & \ldots \end{bmatrix} \hat{\xi}$$

(20)

It is straightforward to verify that $\xi^* = \Pi^{-1} \eta^*$ and hence $\|\eta^*\|_p = \|\xi^*\|_p$ for any $p \geq 0$. In words, $\eta^*$ is simply a permuted (re-ordered) version of $\xi^*$. Consequently, solving (20) is equivalent to solving the original formulation of (8). On the other hand, studying the implications of color dictionary $\Theta$ in (20) is easier when compared to that one in the original formulation (8). Hence, let us focus on constraints of (20) in here.

Let $\Theta \in \mathbb{R}^{3 \times q}$ and define $\eta^{(i)} \in \mathbb{R}^q$ as:

$$\eta^{(i)} = \begin{bmatrix} \eta_1^{(i)} \\ \eta_2^{(i)} \\ \vdots \\ \eta_q^{(i)} \end{bmatrix} = \begin{bmatrix} \eta_1 \eta_2^{(i)} \\ \eta_3 \eta_4^{(i)} \\ \vdots \\ \eta_{q-1} \eta_q^{(i)} \end{bmatrix}$$

(21)
Then the following holds true:

\[
\begin{bmatrix}
\hat{R}_i \\
\hat{G}_i \\
\hat{B}_i
\end{bmatrix} = \Theta \eta^{(i)} = \Theta \begin{bmatrix}
\eta_{(i-1)q+1} \\
\eta_{(i-1)q+2} \\
\vdots \\
\eta_{iq}
\end{bmatrix}
\]

(22)

where \(\hat{R}, \hat{G}\) and \(\hat{B}\) are representations of color planes red, green and blue of the original image \(X\), in the \(\Psi\) domain, i.e.: \(R = \Psi \hat{R}, G = \Psi \hat{G}\) and \(B = \Psi \hat{B}\). Extending (22) to the whole vector of \(\eta\) we get:

\[
\begin{bmatrix}
\hat{R}_1 \\
\hat{G}_1 \\
\hat{B}_1 \\
\hat{R}_2 \\
\hat{G}_2 \\
\hat{B}_2 \\
\vdots
\end{bmatrix} = \begin{bmatrix}
\Theta & 0 & 0 & 0 \\
0 & \Theta & 0 & 0 \\
0 & 0 & \Theta & 0 \\
0 & \ldots & \ldots & \ldots
\end{bmatrix} \eta^*
\]

(23)

In this formulation, the role of \(\Theta\) is revealed where it can be considered as a frame to de-correlate (sparsify) the triplets \((\hat{R}_i, \hat{G}_i, \hat{B}_i)\). Unfortunately, designing a \(\Theta\) which can sparsify \((\hat{R}_i, \hat{G}_i, \hat{B}_i)\) for all frequencies \(i\), is cumbersome and practically infeasible. This is due the fact that if an image patch has more than one color (which is most likely the case), then the optimum \(\Theta\) changes for different frequencies as well. Consequently \(\eta^*\) (and equivalently \(\xi^*\)) might not be maximally sparse. This makes the CS-solver to diverge from the correct solution and hence introduces some artifacts in the demosaicing process. In summary, adapting a separable formulation translates into using a non-flexible scheme where only a single frame \(\Theta\) (which is not optimal for all spatial frequencies) is deployed for designing the sparsifying transform.

The authors in [37] proposed utilizing non-separable Incoherent Color Frames (ICF) as a remedy for inflexible separable formulations. In a nutshell, in a non-separable ICF, (23) is replaced by:

\[
\begin{bmatrix}
\hat{R}_i \\
\hat{G}_i \\
\hat{B}_i
\end{bmatrix} = \Theta_i \eta^{(i)}
\]

(24)

where \(\Theta_i \in \mathbb{R}^{3 \times q_i}\). This consequently changes (24) as follows:
Clearly the flexibility of using different color frames for different spatial frequencies increases the chance to sparsely express $\eta^*$ (and hence $\xi^*$). Consequently, it would be more likely that CS solver converges to a solution with a smaller error, (i.e. with higher quality of demosaicing). In this paper, we follow such approach where frequency indices $[N] = \{1,2,\ldots,N\}$ would be partitioned into $K$ groups $\nu_i \subseteq [N]$, i.e.: $i, j \in [K], \cup \nu_i = [N]$ and $\nu_i \cap \nu_j = \emptyset$ for $i \neq j$. Then for the $i$-th frequency group, an ICF $\Theta_i \in \mathbb{R}^{3 \times q_i}$ that has $q_i$ color atoms would be utilized. That is:

$$\forall a,b \in \nu_i: \Theta_a = \Theta_b.$$  

Thus, given the frequency groups $\{\nu_i\}_i$, spatial dictionary $\Psi$ and the color coordinates $\{\Theta_i\}_i$, the final sparsifying dictionary is formed by:

$$\Psi = [\Theta_1 \otimes \psi_{:,\nu_1} \ldots \Theta_K \otimes \psi_{:,\nu_K}]$$

Note that in an extreme case, where all $\Theta_i$ are the same, then the non-separable formulation (25) turns into the separable format. Another extreme case might be the case where we design a distinct color frame for each frequency, i.e. $K = N$. For a fixed block size $b \times b$, Algorithm.2 summarizes the training step for $K = N$, where $\{X^{(1)}, X^{(2)}, \ldots, X^{(d)}\}$ is the collection of $d$ training full color patches where $X^{(i)} = \text{Vec}(X^{(i)}) = [R^{(i)} C^{(i)} B^{(i)}]$. Pair of $(u_j, l_j)$ denotes the lower and upper bounds for the number of atoms in the corresponding color frame $\Theta_j$.

Providing bounds $u$ and $l$ is usually mandatory, since virtually none of dictionary learning algorithms can find the optimal number of atoms for a dictionary. Also note that, this training process is performed off-line and once the optimal color frames are found, the demosaicing process is very simple. We have observed that as the spatial frequency increases, a decrease on the number of atoms in the corresponding color frame leads to higher quantitative and qualitative measures for the demosaiced images. In fact, after a few (e.g. only two) diagonals in the zig-zag ordering, it seems that $\Theta_i = [1/\sqrt{3} 1/\sqrt{3} 1/\sqrt{3}]$ which is a vector along the luma axis, is the optimum color frame (for high spatial frequency atoms). The same result (although heuristically) has been reported by authors in [37]. This can be justified by considering the well-known fact that the human visual system is much less sensitive to high frequency chrominance changes. Hence for simplicity of design and by choosing $[1/\sqrt{3} 1/\sqrt{3} 1/\sqrt{3}]$ as the
only color coordinate for high frequency atoms, we enforce the demosaiced image to have the same high frequency coefficients for luma and chroma. This also prevents the CS-decoder to choose high frequency chroma atoms that might lead to color artifacts. Finally, the color frame learning process has been done using SPAMS software [42].

Input: \( \{X(1), X(2), ..., X(d)\}, \epsilon \geq 0, \text{ and } l, u \in \mathbb{N}^2 \)

Output: \( \{\Theta_i\} \)

For \( i = 1 \) to \( b^2 \)

\[
Z = \begin{bmatrix}
\psi_{l,E} R(1) & \psi_{l,E} R(2) & \cdots & \psi_{l,E} R(d) \\
\psi_{l,E} G(1) & \psi_{l,E} G(2) & \cdots & \psi_{l,E} G(1) \\
\psi_{l,E} B(1) & \psi_{l,E} B(2) & \cdots & \psi_{l,E} B(1)
\end{bmatrix}
\]

For \( j = l_i \) to \( u_i \)

\[
L_j = \min_{T_j} \| \alpha_{c,j} \|_1 \text{ s.t. } T_j \in \mathbb{R}^{3 \times 1} \text{and}
\]

\[\forall c \in [d]: \| Z_{c,j} - T_j \alpha_{c,j} \| \leq \epsilon \]

End

Let \( a \) be the index where \( L \) gets its minimum.

\[
\Theta_i \leftarrow T_a
\]

End

Algorithm 2 The algorithm for learning the color frames.

F. Finding the best estimate

As stated before, a CS-based demosaicing algorithm is usually run on overlapped blocks of the image to avoid the blocking effects. Hence, except the pixels around the image borders, a number of “votes” for colors of each pixel is available. Let us use \( \tilde{r}_i = \{r_1, r_2, ..., r_u\} \), \( \tilde{g}_i = \{g_1, g_2, ..., g_u\} \) and \( \tilde{b}_i = \{b_1, b_2, ..., b_u\} \) to denote the available \( u \) votes for respectively the red, green and blue values of the \( i \)-th pixel. Also, define \( Z_i = (\tilde{r}_i, \tilde{g}_i, \tilde{b}_i) \). Then a generic demosaicing method estimates the colors of that pixel in the RGB domain by:

\[
(\tilde{R}_i, \tilde{G}_i, \tilde{B}_i) = (F_r(Z_i), F_g(Z_i), F_b(Z_i))
\]

where \( F_r(\cdot), F_g(\cdot), F_b(\cdot) : \mathbb{R}^3u \rightarrow \mathbb{R} \). In practice, \( F_r(\cdot), F_g(\cdot) \) and \( F_b(\cdot) \) only operate on \( \tilde{r}_i, \tilde{g}_i \) and \( \tilde{b}_i \) respectively (i.e. \( F_r(\cdot), F_g(\cdot), F_b(\cdot) : \mathbb{R}^u \rightarrow \mathbb{R} \)). Common functions for these operators are median and average (e.g. \( F_r(\tilde{r}_i) = \sum_j r_j / u \)).

Now, recall that the success of a block based demosaicing approach highly depends on the block size and also the
block position. More specifically, since we have used (shift-variant) DCT in design of the sparsifying transform, then it might be the case that some blocks do not have a sparse representation with respect to the utilized sparsifying dictionary due to bad block positioning. Thus for those blocks, the CS-solver would not converge to the correct solution, leading to demosaiced blocks with artifacts. Therefore, the voting functions $F_r(.)$, $F_g(.)$ and $F_b(.)$ would be affected particularly in those regions. This consequently reduces the quality of the reconstructed image. Hence, it would be of great importance to prevent this event by suppressing the effect of erroneous estimates. However, we are facing a challenge that we do not have access to the original image itself to distinguish erroneous estimates. On the other hand, in our simulations, we observed that there are measures indicating the quality of a demosaiced block. This measure is simply the compressibility of a demosaiced block in the selected sparsifying transform for that block. More specifically let us define the function $G(x,a)$ as follows:

$$G(x,a) = \frac{\text{Card}\{i: |x_i| > a\}}{\text{Card}\{x\}}$$

(28)

In words, for a signal $x$, $G(x,a)$ measures the ratio of the number of elements in $x$ with magnitudes larger than $a$ to the length of that signal. Note that, smaller values of $G(x,a)$ translate into a more compressible (or sparse) signal and for the special case of $a = 0$, $G(x,a)$ would be simply the sparsity ratio of that signal. Proper tuning of parameter $a$ in (28) might provide us a reliable indicator function for identifying demosaiced blocks with artifacts. This can be justified by recalling that, the CS-decoder uses (8) to estimate $\xi$, the true representation of an image patch in the selected sparsifying transform $\Psi$. The estimated value $\xi^*$ would be compressible if the dictionary $\Psi$ effectively captures color and spatial correlations (i.e. $\xi$ is sufficiently sparse or compressible). On the other hand, a non-compressible estimation $\xi^*$ possibly warns about the event when the CS-decoder has diverged from the correct solution $\xi$ due to unsuitable sparsifying transforms or bad block positioning where several objects are inside that block.

To investigate the effectiveness of the measure $G(x,a)$ in identifying erroneous estimates, we have computed representations $\xi^*$ for 10,000 random patches of a Kodak test image (Kodim3). Furthermore, to study effects of the block size on that measure, we repeated the same process for block sizes $8 \times 8$ and $16 \times 16$. In Figure 6, the PSNRs of the demosaiced blocks ($\Psi\xi^*$) as a function of $G(\xi^*, 10)$ are plotted. Interestingly, it seems that a linear function is governing the relation between the PSNR and the proposed simple function. This suggests us that, given a set of
votes, instead of adapting simple average or median for voting functions $F_r(.)$, $F_g(.)$ and $F_b(.)$ in (27), a more efficient strategy such as weighted mean could be employed in estimating the colors of a pixel. More specifically, assume that in the first step of CD (dividing the image into patches), the $i$-th pixel falls into $u$ patches with indices $I_i = \{I_{i,1}, I_{i,2}, ..., I_{i,u}\}$, that is: $\forall j \in [u]: i \in S_{i,j}$, where $S_j$ denotes the pixel indices belonging to the $j$-th block. Thus, we would have $u$ approximations for the colors of that pixel: $\tilde{r}_i = \{r_1, r_2, ..., r_u\}$, $\tilde{g}_i = \{g_1, g_2, ..., g_u\}$ and $\tilde{b}_i = \{b_1, b_2, ..., b_u\}$. Then we estimate the colors of that pixel by the triplet: $(F_r(\tilde{r}_i), F_g(\tilde{g}_i), F_b(\tilde{b}_i))$ in the RGB color coordinate where:

$$F_r(\tilde{r}_i) = \frac{\sum_{j=1}^{u} \omega_j r_j}{\sum_{j=1}^{u} \omega_j}, F_g(\tilde{g}_i) = \frac{\sum_{j=1}^{u} \omega_j g_j}{\sum_{j=1}^{u} \omega_j}, F_b(\tilde{b}_i) = \frac{\sum_{j=1}^{u} \omega_j b_j}{\sum_{j=1}^{u} \omega_j}$$

are the weighted means of the estimated values in the respective color plane, and the weighting coefficient for the $j$-th block (which $i$-th pixel belongs to) is inversely proportional to the compressibility level of that block: $\omega_j = 1/G(\xi_{(I_{i,j})}^{\ast}(\alpha))$ where $\xi_{(t)}^{\ast}$ is the representation of $t$-th block in $\Psi$, the selected sparsifying dictionary for that block.
For a fixed block size $b \times b$ and a compressibility level $G(\xi^*, a)$, the PSNRs of the demosaiced patches can be modeled as a random variable with mean $\mu_b$ and the variance of $\sigma_b^2$. In our simulations, we have observed that, if $b_1 > b_2$ then $\mu_{b_1} < \mu_{b_2}$ and $\sigma_{b_1}^2 < \sigma_{b_2}^2$. In other words, as the block size increases, the expected quality of a demosaiced patch would reduce, however at the same time, it would be unlikely to have a reconstructed patch with too many artifacts. Meanwhile, adapting a smaller size block leads to either very low quality demosaiced patches or virtually noise free ones. This claim is clearly illustrated in Figure 6, where the plot associated with the block size of $8 \times 8$ is thicker. We refer to this phenomenon as the "stability of approximations" for larger block sizes. Despite the relative effectiveness of the measure of compressibility level in identifying erroneous estimates, such measure is not optimal and could be improved upon furthermore. Designing an optimal measure for detecting erroneous estimates is also subject of our future work. Finally, a post processing step often enhances the quality of the demosaiced images. In our simulations, a median filter has been utilized to reduce random color artifacts [8].
III. SIMULATION RESULTS

The number of demosaicing methods, proposed in the community is so large that we can present only some of the leading approaches to compare them with the proposed CD framework. To that end, we have selected the method of DL [35], LPA [13] and LSSC [38] as benchmarks for evaluating the performance of the proposed CD framework. Note that the first two methods (DL and LPA) follow a classical (non CS) approach to demosaicing, while CD and LSSC are CS-based demosaicing frameworks. Consequently, the first two methods are much faster compared to their CS-based counterparts. For instance, DL and LPA on average take 30 and 7 seconds, respectively, to demosaic any image in our test platform. On the other hand and as stated before, LSSC (in its optimum setting) demands an online sparsifying dictionary learning which is computationally expensive. This learning process during the task of demosaicing makes this algorithm to achieve the highest PSNRs reported (with a fairly significant margin) for standard test images. On the other hand, the proposed CD is a much simpler algorithm (compared to LSSC) that uses fixed, non-adaptive sparsifying dictionary in the demosaicing process. For example, the available implementation of LSSC (which is mainly in C) took slightly more than one minute on average\(^6\) to demosaic each test image by using a block size of 8×8. On the other hand and as shown before in Figure 4, our implementation of CD (which is all in Matlab scripts except the mex file from LSSC framework, implementing the algorithm of Lasso) could achieve nearly the best results possible in approximately 14 seconds, if images are demosaiced by blocks of size 8×8.

Although the CD framework, even in its non-optimized setting (to be discussed shortly), outperforms (in terms of PSNR) such complex demosaicing algorithm in some test images, we considered the reported PSNRs for LSSC as arguably the maximum PSNR that a CS-based algorithm can achieve. From that prospective, the performance of LSSC, and due to its optimized dictionary learning strategy during the real-time demosaicing process, can be considered as a performance-bound in terms of PSNR values. It is important to note though that our design of the CD framework is biased toward improving visual/subjective qualities rather than the quantitative measure of PSNR. As we show later in this section, there are many instances where images demosaiced by CD have higher visual qualities and at the same time they have lower PSNRs compared to other methods. This can be explained by noting that in our current implementation, the color coordinates corresponding to high spatial frequencies only

\(^6\) All simulations were run in an Intel 3.4 GHz (64 bit architecture) machine with Linux-Matlab 2011b and 4 GB of memory.
have an atom along the luma axis $\begin{bmatrix} \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} \end{bmatrix}$. In other words, the utilized sparsifying dictionary $\Psi$ in high spatial frequencies, can only span the luma (and not chroma) components. Thus, the reconstructed images by our current implementation of CD might have considerable errors in high frequency parts of chroma channels. On the other hand, the human visual system is much less sensitive to this range of frequencies and thus the error is not even visible to the human eye.

We have demosaiced Kodak test images using the following settings:

- In the sensing stage, both Second Generation CFA [5] and Bayer CFA are investigated.

- For the block division strategy we considered four scenarios: (a) fixed block size of $8 \times 8$ (b) fixed block size of $16 \times 16$ (c) an adaptive block size, where the trained filter shown in Figure 4 selects the block size to be adapted for each macro-block of $16 \times 16$ and (d) an oracle setting where the image is partitioned into macroblocks of $16 \times 16$ and assuming that there exists a filter which can select the optimal block size between two options of $8 \times 8$ and $16 \times 16$ for that macroblock.

- For training the color coordinates $\Theta_i$, we have considered four spatial bands in our simulations: DC, Low Frequency (LF), Middle Frequency (MF) and High Frequency (HF). For each spatial frequency, we trained (off-line) an ICF. However, the number of atoms of ICFs in each band is assumed to be equal. In particular (regardless of the block size), the number of atoms of ICFs in DC, LF, MF and HF are respectively 30, 10, 4 and 1 in our simulations.

The PSNRs of demosaiced images are reported in Table 1. Similar to other available comparisons [38] and to provide fairness, a border of 15-pixels has been excluded in computing the PSNRs. As clearly illustrated, not only the proposed CD even in the non-optimal setting can outperform DL and LPA in most test images, it also outperforms the complex method of LSSC in some test images. Also by comparing the oracle results of CD with those from filtering strategy (the last two columns of Table 1), we observe that the trained filter for CD is quite precise in selecting the appropriate block size under the block division strategy.

Finally in Figure 7, we have presented a few instances where CD reconstructed images with less visible artifacts, proving our claim that CD targets improving visual qualities rather than focusing on improving the PSNR measure. For further results (including those from different block strategy division and CFAs), we refer the readers to our website [44] where all demosaiced images are available.
Here we would like to note that relative to performance of the configuration of CD with second generation CFA along with the filtering strategy, which is sub-optimal and can be tuned, the qualities of demosaiced images can be improved further under a more general and more optimal CD setting. Ideally, to find the optimal setting for the CD framework one would need to find (a) optimal CFAs (b) optimal sparsifying spatial dictionaries (c) the corresponding optimal color dictionaries for the deployed spatial dictionary, and we need to tune (d) parameters of the CS solver (e.g. regularization parameters and so on). Naturally, all of these combinations of optimal settings are interrelated, and hence, finding the truly optimal CD solution is not feasible in practice. For instance, designing the color dictionary depends on finding the optimal spatial sparsifying dictionaries which itself is an active area of research. Furthermore, the degrees of freedom in designing a color dictionary (e.g. how to divide the spatial atoms into frequency bands, what is the number of atoms used in each band, and so on) are so high that it makes an exhaustive search infeasible. For instance, using Algorithm 2 with a block size of $b \times b$ and $K$ spatial frequency groups $v_1, ..., v_K$, we require

$$\sum_{i=1}^{K} (u_i - l_i) \text{Card}\{v_i\}$$

runs of dictionary learning, where $l_i \leq |\Theta_i| \leq u_i$ for $i \in [K]$. Consequently, if we do not divide the spatial frequencies into bands and let the number of atoms of each color coordinate to be independent, then $K = b^2$ and the training algorithm would be very time consuming. In words, we have chosen the optimum ICFs among a limited number of configurations in our current implementation of CD. Clearly, it is very unlikely that the employed ICFs are truly the globally optimum ones. Consequently, the design of an optimal color dictionary for demosaicing might require a newly designed algorithm, which could be the subject of another paper.

In summary, we leave finding the optimal configuration of CD for future works. Nevertheless, we briefly highlight some possible directions that might lead to improvements on our results. We have observed that randomly replacing the cells of a SG CFA with a pure (Bayer like) CFA, approximately increases the PSNRs by 0.3 db on average. For the block division strategy, non-local mean and strategies similar to [38] might be employed to increase the PSNRs of reconstructed images further. Also in this paper, we only utilized DCT as the sparsifying spatial dictionary. Finding similar frequency bands for other types of dictionaries (e.g. different types of wavelets, trained dictionaries
and so on) and designing corresponding color dictionaries for them might lead to further improvements to the visual quality of CD.

Table 1 Comparing PSNRs of demosaiced images by methods of DL [35], LPA [13], LSSC [38] and six configurations of CD. Here SG, BA, -Fi and -O respectively stand for Second Generation CFA, Bayer CFA, Oracle and Filtering strategies in selecting the proper block size for each macro-block of size $16 \times 16$.

<table>
<thead>
<tr>
<th>Image number</th>
<th>LSSC</th>
<th>DL</th>
<th>LPA</th>
<th>CD-BA-8x8</th>
<th>CD-BA-16x16</th>
<th>CD-SG-8x8</th>
<th>CD-SG-16x16</th>
<th>CD-SG-FI</th>
<th>CD-SG-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41.36</td>
<td>38.46</td>
<td>39.45</td>
<td>37.68</td>
<td>37.71</td>
<td>38.28</td>
<td>41.30</td>
<td>41.51</td>
<td>41.51</td>
</tr>
<tr>
<td>2</td>
<td>42.24</td>
<td>40.89</td>
<td><strong>41.36</strong></td>
<td>38.54</td>
<td>38.52</td>
<td>40.92</td>
<td>40.52</td>
<td>41.27</td>
<td>41.27</td>
</tr>
<tr>
<td>3</td>
<td>44.24</td>
<td>42.66</td>
<td><strong>43.47</strong></td>
<td>36.96</td>
<td>37.30</td>
<td>41.54</td>
<td>39.59</td>
<td>42.56</td>
<td>42.56</td>
</tr>
<tr>
<td>4</td>
<td>42.45</td>
<td>40.49</td>
<td>40.84</td>
<td>40.94</td>
<td>41.07</td>
<td>39.85</td>
<td>39.43</td>
<td>40.86</td>
<td>40.86</td>
</tr>
<tr>
<td>5</td>
<td>39.45</td>
<td>38.07</td>
<td>37.51</td>
<td>37.62</td>
<td>37.81</td>
<td>37.64</td>
<td>36.59</td>
<td>38.57</td>
<td>38.57</td>
</tr>
<tr>
<td>6</td>
<td>41.71</td>
<td>40.19</td>
<td>40.92</td>
<td>39.10</td>
<td>39.27</td>
<td>39.32</td>
<td>41.18</td>
<td>41.71</td>
<td>41.71</td>
</tr>
<tr>
<td>7</td>
<td>44.06</td>
<td>42.35</td>
<td><strong>43.06</strong></td>
<td>41.44</td>
<td>41.60</td>
<td>42.09</td>
<td>40.93</td>
<td>42.57</td>
<td>42.58</td>
</tr>
<tr>
<td>8</td>
<td>37.57</td>
<td>35.58</td>
<td>37.13</td>
<td>35.20</td>
<td>35.41</td>
<td>36.76</td>
<td>38.64</td>
<td>38.75</td>
<td>38.75</td>
</tr>
<tr>
<td>9</td>
<td>43.83</td>
<td>43.05</td>
<td><strong>43.50</strong></td>
<td>42.19</td>
<td>42.45</td>
<td>42.48</td>
<td>42.37</td>
<td>43.43</td>
<td>43.44</td>
</tr>
<tr>
<td>10</td>
<td>43.33</td>
<td>42.54</td>
<td>42.77</td>
<td>42.19</td>
<td>42.25</td>
<td>41.87</td>
<td>41.75</td>
<td>42.91</td>
<td>42.91</td>
</tr>
<tr>
<td>11</td>
<td>41.51</td>
<td>40.01</td>
<td>40.51</td>
<td>38.99</td>
<td>39.25</td>
<td>39.33</td>
<td>40.44</td>
<td>40.80</td>
<td>40.81</td>
</tr>
<tr>
<td>12</td>
<td>44.90</td>
<td>43.45</td>
<td>44.01</td>
<td>43.36</td>
<td>43.50</td>
<td>43.63</td>
<td>43.07</td>
<td>44.52</td>
<td>44.53</td>
</tr>
<tr>
<td>13</td>
<td>36.35</td>
<td>34.75</td>
<td>36.08</td>
<td>33.91</td>
<td>34.11</td>
<td>32.97</td>
<td>36.41</td>
<td><strong>36.43</strong></td>
<td>36.43</td>
</tr>
<tr>
<td>14</td>
<td>38.77</td>
<td><strong>36.91</strong></td>
<td>36.86</td>
<td>35.86</td>
<td>36.17</td>
<td>36.09</td>
<td>34.29</td>
<td>36.52</td>
<td>36.52</td>
</tr>
<tr>
<td>15</td>
<td>41.74</td>
<td>39.82</td>
<td><strong>40.09</strong></td>
<td>39.13</td>
<td>39.02</td>
<td>38.86</td>
<td>33.88</td>
<td>39.77</td>
<td>39.77</td>
</tr>
<tr>
<td>16</td>
<td>44.91</td>
<td>43.75</td>
<td>44.02</td>
<td>42.54</td>
<td>42.75</td>
<td>42.44</td>
<td>44.65</td>
<td><strong>44.73</strong></td>
<td>44.73</td>
</tr>
<tr>
<td>17</td>
<td>41.98</td>
<td>41.68</td>
<td>41.75</td>
<td>40.78</td>
<td>41.07</td>
<td>41.06</td>
<td>42.28</td>
<td>42.33</td>
<td>42.33</td>
</tr>
<tr>
<td>18</td>
<td>38.38</td>
<td>37.64</td>
<td>37.59</td>
<td>36.93</td>
<td>36.78</td>
<td>36.40</td>
<td>37.94</td>
<td><strong>38.46</strong></td>
<td>38.46</td>
</tr>
<tr>
<td>19</td>
<td>42.31</td>
<td>41.01</td>
<td>41.55</td>
<td>39.97</td>
<td>40.13</td>
<td>41.30</td>
<td>42.21</td>
<td>42.65</td>
<td>42.65</td>
</tr>
<tr>
<td>20</td>
<td>42.27</td>
<td>41.24</td>
<td>41.48</td>
<td>40.42</td>
<td>40.57</td>
<td>41.04</td>
<td>41.52</td>
<td>42.37</td>
<td>42.38</td>
</tr>
<tr>
<td>21</td>
<td>40.65</td>
<td>39.10</td>
<td>39.61</td>
<td>38.25</td>
<td>38.48</td>
<td>38.74</td>
<td>40.71</td>
<td><strong>40.98</strong></td>
<td>40.98</td>
</tr>
<tr>
<td>22</td>
<td>39.24</td>
<td>38.37</td>
<td>38.44</td>
<td>37.90</td>
<td>38.16</td>
<td>38.57</td>
<td>38.32</td>
<td>39.03</td>
<td>39.03</td>
</tr>
<tr>
<td>23</td>
<td>44.34</td>
<td>43.22</td>
<td><strong>43.92</strong></td>
<td>38.70</td>
<td>38.69</td>
<td>42.55</td>
<td>39.18</td>
<td>42.95</td>
<td>42.95</td>
</tr>
<tr>
<td>24</td>
<td>35.89</td>
<td>35.55</td>
<td>35.44</td>
<td>34.74</td>
<td>34.76</td>
<td>35.13</td>
<td>36.68</td>
<td>36.80</td>
<td><strong>36.81</strong></td>
</tr>
<tr>
<td>Average</td>
<td>41.40</td>
<td>40.03</td>
<td>40.47</td>
<td>38.89</td>
<td>39.03</td>
<td>39.54</td>
<td>39.75</td>
<td>40.94</td>
<td>40.94</td>
</tr>
</tbody>
</table>
Figure 7 Comparing the visual qualities of demosaiced images on some patches from Kodak test images. For the CD framework in these figures, we have used the Second Generation CFA in the sampling stage and utilized the trained filter shown in Figure 5 to select the proper block size to demosaic each macro-block of size $16 \times 16$. Columns from left to right: (1) The original patch, (2) demosaiced by DL, (3) demosaiced by LPA, (4) demosaiced by LSSC and (5) demosaiced by CD.
In this paper, we presented Compressive Demosaicing (CD), a framework based on Compressed Sensing for demosaicing of natural images. Broadly speaking, given the CFA samples, CD finds the sparse representation of the underlying image in a fixed sparsifying dictionary. In the design of such dictionary, inter-pixel and inter-channel correlations are treated separately. However, the sparsifying transforms for each of those domains would be mixed in a non-separable form to construct the final sparsifying dictionary. In the design of the sparsifying transforms for the color domain, we also considered some well-known facts about the human visual system. Our simulation results have shown that CD can outperform state of the art demosaicing approaches visually and under the quantitative measures in most of the test images.
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