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ABSTRACT

CONTROL OF SYSTEMS WITH HYSTERESIS USING SERVOCOMPENSATORS

By

Alexander James Esbrook

The tracking problem in systems with hysteresis has become an important topic of research in the past two decades, due in large part to advances in smart material actuators. In particular, applications like Scanning Probe Microscopy require high performance from hysteretic smart material actuators. Servocompensators, or internal model controllers, have been used successfully in many varieties of tracking problems for both linear and nonlinear systems; therefore, their application to systems with hysteresis is considered in this dissertation.

The use of Multi-Harmonic Servocompensator (MHSC) is first proposed to simultaneously compensate for hysteresis and enable high-bandwidth tracking in systems with hysteresis, such as nanopositioners. With the model represented by linear dynamics preceded with a Prandtl-Ishlinskii hysteresis operator, the stability and periodicity of the closed-loop system’s solutions are established when hysteresis inversion is included in the controller. Experiments on a commercial nanopositioner show that, with the proposed method, tracking can be achieved for a 200 Hz reference signal with 0.52% mean error and 1.5% peak error over a travel range of 40 µm. Additionally, the proposed method is shown at high frequencies to be superior to Iterative Learning Control (ILC), a common technique in nanopositioning control.

The theoretical and practical weaknesses of the proposed approach are then addressed. First, the design of a novel adaptive servocompensator specialized to systems with hysteresis is presented, based on frequency estimation coupled with slow adaptation, and the stability in cases with one, two, or $n$ unknown frequencies are established. Next, a condition in the form of a Linear
Matrix Inequality is presented proving the stability of the proposed MHSC when hysteresis inversion is not used. It is then experimentally demonstrated that removing hysteresis inversion further reduces the tracking error achievable by the MHSC. Finally, the properties of self-excited limit cycles are studied for an integral-controlled system containing a play operator. A Newton-Raphson algorithm is formulated to calculate the limit cycles, and linear relationships between the amplitude and period of these limit cycles and system parameters are obtained.
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Chapter 1

Introduction

1.1 Systems with Hysteresis

The phenomenon hysteresis is caused by the existence of multiple possible internal states within a system for a given input. This phenomenon was first observed by scientists in the fields of ferromagnetism [3] and plasticity [1] in the late 19th century, shown in Fig. 1.1. Mathematical models of hysteresis were first developed by Preisach [4] and Prandtl [5] in the early 20th century. Most research on hysteresis focused on modeling and characterization of physical hysteresis until the 1970’s, when the mathematical theory of ordinary differential equations coupled with hysteresis operators was developed [6, 7]. Recent advances in the field of materials science have created a new class of actuator/sensor hybrids called Smart Materials [8], whose behavior strongly exhibits hysteresis. A broad range of materials fall into this class, including piezoelectrics [9], shape memory alloys [10], electro-active polymers [11], magnetostrictives [12], magnetorheological fluids [13], and conjugated polymers [14]. Piezoelectric materials were the first of these smart materials to be developed, with the discovery of the piezoelectric coupling effect in the 1800’s [9], and have been successively employed in a variety of industries including manufacturing, automotive, and medical devices [15].

Of particular importance to our work is the technology of nanopositioning, which deals with precision motion and manipulation on the nanometer scale. Nanopositioning plays a key role in technologies like Scanning Probe Microscopy (SPM), used in the advancement of fields such as
biology [16], materials science [17], lithography [18], and others. The SPM process aims to generate a 3-dimensional mapping of a surface with nanometer resolution. One example of SPM is atomic force microscopy (AFM), illustrated in Fig. 1.2. An AFM probe rests on top of the sample to be mapped, suspended above the surface by atomic forces. A laser is directed down onto the AFM probe, which reflects off the probe onto an optical detector. The sample is then moved beneath the AFM probe, which causes the probe to move up and down. This motion is detected by the optical detector, and is used together with position tracking of the sample to form the 3-dimensional mapping. The primary performance metrics in AFM are the imaging accuracy and the imaging speed [2]. The technologies behind AFM probes and optical detectors are fairly mature, and therefore the limiting factor in both of these metrics is the effective bandwidth of the positioning system. The most effective actuators for such problems are piezoelectric nanopositioners, which are capable of high speed and precision, but are difficult to control due to the effect of
The promising applications of smart materials have motivated efforts to better understand and control their behavior, which has ignited further research into systems with hysteresis. When modeling the behavior of smart materials, it is important to distinguish between sensing and actuation models. Modeling conducted for sensing applications typically focuses on the internal dynamics of the smart materials, and are often based on the physics and chemistry of the materials [19–21]. In modeling the actuation behavior of smart materials, a more phenomenological or “Black box” approach can be taken. A common and faithful model for smart material actuators consists of a linear system preceded by a hysteresis operator [11, 22–26]:

\[
\dot{x}(t) = Ax(t) + Bu(t) \\
u(t) = \Gamma[v; \Gamma_0](t)
\] (1.1)

where \(v(t)\) is the system input, and \(\Gamma\) is a hysteresis operator [7, 27–29]. It is also worth noting that there are significant uncertainties in both the hysteresis and dynamics of the system, as the
behavior of the system varies with environmental and loading conditions [2]. We will refer to this combination of a linear dynamic system and hysteresis operator as a system with hysteresis. Clearly, in order to control the actuation of smart materials, we must investigate such systems with hysteresis.

The first step in our investigation is to identify the system model (1.1) to be considered. As there are a wealth of tools available for capturing linear dynamics, most research into the modeling of systems with hysteresis is focused on characterization and identification of the hysteresis operator. The oldest and most widely used is the Preisach model [4], developed in the 1930’s as a model for magnetic hysteresis. Preisach models are formed through a weighted superposition of relay hysterons (shown in Fig. 1.3a), unit hysteresis elements whose parameters are varied to approximate a wide variety of physical hysteresis phenomena [8, 28]. The Preisach model has also proven to be an excellent model for smart material actuators [25,30,31]. As the effectiveness of the operator itself is fairly established, most recent works have focused on identification or implementation of the Preisach operator [12,23].

The success and maturity of the Preisach model has resulted in the development of a number of “Preisach-like” operators [22], which use hysterons modified from the original Preisach model.
The Preisach-Krasnosel’skii-Pokrovskii (PKP) operator [24, 29] is formed with PKP hysterons (Fig. 1.3b), which are similar to the relay hysteron but incorporate finite slopes. In our work, we will focus on the Prandtl-Ishlinskii (PI) operator [5], which uses play operators as hysterons (Fig. 1.3c), in reference to the phenomenon of mechanical play they emulate. We will also make use of the modified PI operator [32], which consists of a PI operator cascaded with dead-zone operators. As we will see in Chapter 2, the PI operator and its generalization possesses several practical advantages over other Preisach-like operators that make it well suited for online control applications.

1.2 Control of Systems with Hysteresis: Existing work

Once we have arrived at a faithful model for a system with hysteresis, we can then address the problem of controller design for such systems. A common control objective for any actuator is to force the trajectory of the system to track a desired reference. This is also the case in nanopositioning applications like SPM, where the positioner output is intended to track a predescribed path. A multitude of control strategies have been proposed to solve such tracking problems in systems with hysteresis [33–39]. As with modeling systems with hysteresis, the meritorious element of these controllers is the manner in which they address the effect of hysteresis within the system. For most of these controller designs, we can differentiate between their philosophies as being either inversion-focused or rejection-focused. The differences between these control techniques are often closely tied to the system model considered by the authors.
1.2.1 Inversion-Focused Methods

One of the most natural and widespread approaches in control theory is the technique of model inversion. The objective of model inversion is to design a controller to reduce the input-output map of a system to a unity gain. Following the development of hysteresis models, researchers began to develop inverse hysteresis operators for use in control applications. Inversion strategies for the Preisach operator have been developed [23, 31, 40]; however, these result in only approximate inversions. The PI operator on the other hand possesses a closed-form inversion [32], which turns out to be another PI operator. For both models, hysteresis inversion has proven to be a very effective technique for reducing the impact of hysteresis, and it is commonly used in the control of systems with hysteresis [12, 22, 23, 33, 34, 40–42].

Inversion-focused control algorithms center around improving or optimizing a hysteresis inversion, often through online adaptation of the weights of a Preisach-like operator. This approach was first detailed in [33], where an adaptive inverse approach based on a generic hysteresis model and model reference adaptive control (MRAC) was proposed. An obstacle to this design is that classical MRAC approaches, such as those described in [43], lead to bilinear coupling of adaptation terms. Such bilinear coupling impedes the design of adaptation laws unless one of the coupled terms is a scalar [43]. This was addressed in [33] through over-parameterization of the adaptation variables. In [41], slow adaptation was utilized in an MRAC scheme to separate adaptation of the hysteresis parameters from the controller parameters. An adaptive sliding mode approach coupled with adaptive hysteresis inversion was used in [44] for discrete-time systems with hysteresis. In addition, neural networks have been used to invert hysteresis and compensate for uncertain dynamics [45].

A noteworthy disadvantage of these methods is that the high numbers of hysterons required by
Presiach-like operators makes these adaptive approaches computationally expensive. For example, 55 hysterons were used to describe the hysteresis behavior of a magnetostrictive material in [35], which, if used in an inversion-focused control strategy, would require implementation of 55 online adaptation laws. In addition, implementation of the inversion itself can be computationally expensive, a fact that we will observe in Chapter 7. These computational concerns have motivated efforts to implement hysteresis inversions using an FPGA [46]; however, this adds another level of complexity to the design and analysis of the system.

### 1.2.2 Rejection-Focused Methods

An alternate way of thinking, as opposed to the inversion-focused approach, is to consider the undesirable effects of hysteresis as an uncertain disturbance to be rejected. The hysteresis effect is broken into a known gain and an uncertain disturbance, and the controller is then designed to be robust to the uncertainty. This technique is especially popular in the nanopositioning literature, where the high performance demands of SPM systems require controllers capable of tracking and disturbance attenuation. $H_\infty$ control [37] and 2-degree of freedom control [47] have been shown to provide robustness to plant uncertainty and facilitate tracking in the presence of hysteresis. A similar approach was used in [48], where a high gain and notch filter feedback controller is combined with a feedforward dynamic inversion. In the work of [49], the hysteresis effect was modeled by a combination of a linear gain and unstructured exogenous disturbance, which is attenuated by an adaptive robust controller. Sliding mode control [39] and disturbance observers [50,51] have also been used to compensate for the effect of hysteresis.

The stability proofs in these papers are carried out using the ubiquitous Lyapunov criterion. However, by assuming the hysteresis to be an unstructured disturbance, these methods ignore the operator behavior of the hysteresis, and therefore can only prove ultimate boundedness of the
states. Indeed, later in this dissertation we will also show that using such design methods can cause the controller to send the system into a self-excited limit cycle. In addition, the theoretical bounds on the tracking error can be very conservative, a fact that has motivated efforts to improve the accuracy of the model bounds [52].

1.3 The Multi-Harmonic Servocompensator: Union of Design Philosophies

As we have discussed, inversion-focused and rejection-focused methods are fundamentally opposed in the mindset behind their designs. Inversion-focused methods use detailed modeling of the hysteresis phenomenon in order to achieve robust performance, but suffer from the resulting controller complexity. Rejection-focused methods utilize the might of control theory to attenuate the effect of hysteresis, without explicitly utilizing knowledge of the phenomenon itself in the controller design. In a union of these philosophies, we will explore the use of servocompensators in systems with hysteresis. We will see that the design of this servocompensator makes specific use of the effect of hysteresis in the closed-loop system to formulate a simple, robust, and high-performance controller for systems with hysteresis.

Servocompensators, also referred to as internal-model controllers, were originally designed in the 1970’s by Davison [53, 54] and Francis [55, 56]. The defining feature of servocompensators is their ability to completely cancel signals contained within the design class of their internal models. This property is also shown to be robust to perturbations from both exogenous inputs and model uncertainties, as long as the system is not destabilized. This makes servocompensators excellent choices for solving tracking problems. Isidori and Byrnes [57] extended the internal model approach to nonlinear systems; however, the class of nonlinear systems considered does not
consider the memory behavior observed in systems with hysteresis.

An important aspect of hysteresis operators is that for periodic inputs, the output of the operator can be expressed as a Fourier series, as shown in Fig. 1.4 for a sinusoidal input. The addition of hysteresis causes harmonics of the input to appear in the output, which quickly diminish in size with increasing frequency. In addition, hysteresis will also alter the amplitude and phase of the primary harmonic. We can utilize this knowledge to design a servocompensator incorporating internal models for the input signal along with additional harmonics to achieve precise and robust tracking performance, by canceling the majority of the hysteresis effect. We will refer to such a controller as a multi-harmonic servocompensator (MHSC).
1.4 Overview of Contributions

The principle contribution of this work lies in addressing the tracking problem for systems with hysteresis using servocompensators, which we approach in several ways. We first discuss the design and analysis of a servocompensator for solving tracking problems in systems with hysteresis, which we validate experimentally through implementation on a commercial nanopositioning stage. A crucial element of this analysis is that we utilize a modified PI operator to model the hysteresis in the system. This operator possesses an important contraction property, which, coupled with an approximate hysteresis inversion, allows us to prove the existence of a unique, asymptotically stable, periodic solution. We can then invoke the disturbance rejection properties of the servocompensator to prove the attenuation of hysteresis at steady state, assuming that the internal model of the desired reference trajectory is known. Our experimental results will confirm the rejection properties of the controller, where we show our proposed method can achieve one third of the mean tracking error of a competitive technique in nanopositioning (Iterative Learning Control).

We then present results on a tool for computing the output of a hysteresis operator are presented, based on Fourier series theory. This algorithm first formulates the output of individual hysterons as a series of pulse signals in combination with the input, which facilitate evaluation of the Fourier integrals. Then, by assuming either a sinusoidal or sawtooth input signal, we will show that the Fourier coefficients can be computed in a closed form manner. We then present simulation results on this method, and show that the algorithm represents a valuable design tool for servocompensators in systems with hysteresis.

Next, we will extend the design of the MHSC to cases where the internal model of the reference is not known a priori. We first adapt a traditionally designed nonlinear adaptive servocompensator, and prove its stability in systems with hysteresis. This approach combines high-gain stabilizing
control with a canonical internal model controller that is subject to adaptation. During our discussion of the experimental results, we will discover that this design cannot incorporate the principles of the multi-harmonic servocompensator to reduce the effect of hysteresis. We will then discuss the inclusion of a frequency estimator based on slow adaptation into the MHSC, a design which we refer to as an indirect adaptive servocompensator (IASC). In this discussion, the term frequency will relate to the fundamental frequency of a periodic signal. For example, a sinusoid, a triangular wave, or a square wave will all be described as having one frequency although the latter two clearly have harmonic frequency components. However, these harmonics are known multiples of the fundamental frequency; therefore knowledge of the fundamental frequency implies knowledge of the remaining harmonic components. Through our stability analysis, we will analytically demonstrate some noteworthy properties for systems with one, two, and $n$ unknown frequencies. In particular, for systems with one unknown frequency, we will prove and verify a stability condition related to the amplitude of the reference signal as compared to disturbances, and for the case of two unknown frequencies, prove the existence of a degenerate case for the system. We will then prove the stability of such controllers in a system with hysteresis, and demonstrate its performance experimentally.

Next, we discuss the stability and tracking error convergence of a system with hysteresis using a general feedback controller with an integral action. The theory of switched systems, in particular, that of the common Lyapunov function [58], and a linear matrix inequality (LMI) will be used to prove that the tracking error and state vector exponentially converge to zero for a constant reference. The principal contribution of this work is to present sufficient conditions (in the form of an LMI) for the regulation of the closed-loop system in terms of the hysteresis parameters, without requiring the hysteresis to be small. This addresses a key weakness of our prior results, namely the requirement that hysteresis inversion be included in the controller design in order to prove stability. As we will see, the presence of an integral action is crucial to the formulation of
our LMI condition. This then allows us to show the stability of systems with hysteresis controlled by servocompensators without requiring hysteresis inversion. We then show that the MHSC can achieve even higher performance without hysteresis inversion than when hysteresis inversion is used; in particular, the mean tracking error achieved by the MHSC is cut in half when hysteresis inversion is removed.

Finally, inspired by discoveries made during the course of the LMI work, we investigate self-excited limit cycles occurring in a particular class of systems with hysteresis. In particular, we will focus on a linear plant controlled by an integral controller, where a play operator [32] is present in the feedback loop. We focus our attention on odd symmetric limit cycles within the system. A Newton-Raphson algorithm is formulated to calculate the limit cycles, and using the odd symmetry, we are then able to prove that there exist linear relationships between several properties of the limit cycles and the parameters of the system. These results are verified in simulation, where we also demonstrate the effectiveness of the Newton-Raphson algorithm at predicting the solutions of the system. We will also illustrate a crucial weakness of rejection-focused designs, in that even for constant references, the steady-state trajectory may be a self-excited limit cycle.

The dissertation is organized as follows. Chapter 2 provides background information on the hysteresis models used in this work. We also derive some important expressions used in the analysis of the closed-loop systems with hysteresis in the following Chapters. Chapter 3 presents the design and analysis of our proposed MHSC in systems with hysteresis, as well as experimental comparisons to established control methods. Our Fourier series algorithm is contained in Chapter 4. We investigate the application of a traditional adaptive servocompensator to nanopositioning control in Chapter 5, which also motivates the design of our novel adaptive servocompensator. Chapter 6 discusses the design, analysis, and experimental validation of the proposed IASC. The LMI results proving stability of our controller without using hysteresis inversion are contained in
Chapter 7. Our limit cycle investigation is contained in Chapter 8. Finally, we provide concluding remarks and discuss potential future work in Chapter 9.
Chapter 2

Overview of Hysteresis Models

2.1 Introduction

As we have discussed in Chapter 1, the primary challenge in modeling of systems with hysteresis is the formulation of the hysteresis operator. A complete review of hysteresis modeling is outside the scope of this dissertation; we instead direct the reader to the monographs [7, 28, 29] for such an overview. We will instead focus on the operators used within this thesis; the Prandtl-Ishlinskii (PI) operator, modified Prandtl-Ishlinskii (modified PI) operator, and the Preisach-Krasnosel’skii-Pokrovskii (PKP) operator. Each operator falls under the umbrella of “Presiach-Like” operators described in Section 1.2, in that each is formed by a weighted superposition of unit hysteresis elements called hysterons. We will begin the discussion of each hysteresis operator by presenting the details of its hysterons, followed by the formulation of the operator itself. In addition, we will also discuss inversion of the PI and modified PI operators, and characterize the inversion error when the inversion is inexact.

2.2 The Prandtl-Ishlinskii Operator

The PI operator has seen widespread use in modeling piezoelectric hysteresis [26, 32, 44, 59]. In this dissertation, we will focus on the PI operator because it possesses a variety of important mathematical properties which are useful to control designers. First, the PI operator possesses an
exact, closed form inversion, which makes the operator an excellent choice for control designers interested in online implementation. Second, it possesses a contraction property which, as we will see, can be utilized in the stability proofs of several closed-loop systems considered in this thesis.

The hysteron of the PI operator is the play operator, illustrated in Fig. 2.1. The play operator is characterized by a single parameter $r_i$, which we refer to as the play radius. For a monotone continuous input $v(t)$, we denote the output and state of a play operator with radius $r_i$ as

$$P_{r_i}[v;P_{r_i}[v](0)](t) = \max\{\min\{v(t) + r_i, P_{r_i}[v](0)\}, v(t) - r_i\} \quad (2.1)$$

By breaking any arbitrary input into monotone segments and replacing $P_{r_i}[v](0)$ by $P_{r_i}[v](t_i)$, where the monotonicity of $v(t)$ changes at $v(t_i)$, the state $P_{r_i}[v](t)$ can be defined for arbitrary inputs.

![Figure 2.1: Illustration of a Play Operator. $r$ is the play radius.](image)

Now define the vectors $r = [r_0, r_1, \ldots, r_p]'$ and $\theta_h = [\theta_{h0}, \theta_{h1}, \ldots, \theta_{hp}]'$, where $'$ denotes the transpose. The PI operator, which we will denote as $\Gamma_h$, is written as

$$\Gamma_h[v;W(0)](t) = \sum_{i=0}^{p} \theta_{hi}P_{r_i}[v;P_{r_i}(0)](t) \quad (2.2)$$

where we let the vector $W(t) = [W_0(t), W_1(t), \ldots, W_p(t)]'$ represent the states of the play operators.
(i.e. \( W_i(t) = P_{ri}[v;P_{ri}(0)](t) \)). We can also write \( \Gamma_h \) in the inner product form

\[
\Gamma_h[v;W(0)](t) = \theta_h' W(t)
\]

(2.3)

For later use, we will also define the operator \( \mathcal{P} \), which captures the evolution of \( W(t) \) under the input \( v(t) \):

\[
W(t) = \mathcal{P}[v;W(0)](t)
\]

(2.4)

**Remark 1** The PI operator described in Eqs. (2.2)-(2.4) is also referred to as a finite-element PI operator. A more accurate description of hysteresis can be achieved by using an infinite-element PI operator [32, 44]. However, in the interest of practical application, the finite-element PI operator is often used in controller design. Therefore, we focus on the finite-element PI operator in this thesis.

We now discuss the inversion of the PI operator \( \Gamma_h \). Specifically, we will discuss the formulation of the left inverse of the PI operator \( \Gamma_h \), which we will define as \( \Gamma_h^{-1} \). This inverse operator is also a PI operator, with different weights and initial conditions. Let \( \bar{r} \) and \( \bar{\theta}_h \) denote the radius and weights of the play operators of the inverse operator. Then we can write the inverse operator, with input \( u_d(t) \), as

\[
\Gamma_h^{-1}[u_d;\bar{W}(0)](t) = \sum_{i=0}^{p} \bar{\theta}_h P_{ri}[u_d;P_{ri}(0)](t)
\]

(2.5)

where we have denoted the state of the play operators in \( \Gamma_h^{-1} \) with the vector

\[
\bar{W}(t) = [\bar{W}_0(t), \bar{W}_1(t), \cdots, \bar{W}_p(t)]
\]

The inverse parameters \( \bar{r}, \bar{\theta}_h, \) and \( \bar{W}(0) \) can be calculated from the following equations, presented
in [32]:

\[ \bar{r}_i = \sum_{j=0}^{i} \theta_{h,j}(r_j - r_i), \quad i = 0, 1, \cdots, p \]  
(2.6)

\[ \bar{\theta}_{h0} = 1/\theta_{h0} \]  
(2.7)

\[ \bar{\theta}_{hi} = -\frac{\theta_{hi}}{\left(\theta_{h0} + \sum_{j=1}^{i} \theta_{h,j}\right) \left(\theta_{h0} + \sum_{j=1}^{i-1} \theta_{h,j}\right)}, \quad i = 1, \cdots, p \]  
(2.8)

\[ \bar{W}_i(0) = \sum_{j=0}^{i} \theta_{h,j}W_i(0) + \sum_{j=i+1}^{p} \theta_{h,j}W_j(0), \quad i = 0, 1, \cdots, p \]  
(2.9)

Figure 2.2: The inversion process for hysteresis operators. \( u_d \) is the desired output, and \( u \) is the actual output.

The inversion process is illustrated in Fig. 2.2. The inversion input \( u_d(t) \) is the desired output of the hysteresis operator, and is designed to accomplish some larger control objective, such as tracking or stabilization via state feedback. As the hysteresis operator is modeled as part of the plant itself, \( v(t) \) is the input to the hysteretic system. The signal \( u(t) \) is the output of the modeled hysteresis operator in the plant, and therefore is not measurable or available for use in the controller. However, its definition is very useful in analysis of the system.

The inverse operator \( \Gamma_h^{-1} \) is an exact inversion, implying that the difference between \( u \) and \( u_d \) is identically zero. However, in practical circumstances the forward hysteresis operator \( \Gamma_h \) is not exactly known. Rather, only an estimate \( \hat{\Gamma}_h \), with weights \( \hat{\theta}_h \) and radii \( \hat{r} \), is available for control.
design. In our work, we will operate under the following assumption.

**Assumption 1** The uncertainty between the models $\Gamma_h$ and $\hat{\Gamma}_h$ is limited to the weights $\hat{\theta}_h$ and $\theta_h$. This implies that $\hat{\theta} = r$ is known.

This assumption is commonly used by designers working with the PI model [32], as the radii are chosen to span the available input range of the actuator, and the order of the model is chosen based on computational concerns. This approximate model and its parameters are used to create the approximate inversion, $\hat{\Gamma}_h^{-1}$, whose weights and radii are $\bar{\theta}_h$ and $\bar{r}_h$. We will now replace the ideal inversion $\Gamma_h^{-1}$ with this approximate inversion. With the input of $u_d$ and output of $v$, the approximate inversion obeys the equation

$$v(t) = \hat{\Gamma}_h^{-1}[u_d; \bar{W}(0)](t) = \sum_{i=0}^{p} \bar{\theta}_h P_{\bar{r}_h}[u_d; P_{\bar{r}_h}(\hat{0})](t)$$

(2.10)

We will now characterize the inversion error $u(t) - u_d(t)$ when an approximate inversion is used. $u(t)$ is still described by (2.3). Since the PI operator’s inversion is exact, we can use (2.10) to write $u_d(t)$ as

$$u_d(t) = \hat{\Gamma}_h \left[ \hat{\Gamma}_h^{-1}[u_d; \bar{W}(0)]; \bar{W}(0) \right](t) = \hat{\Gamma}_h[v; \bar{W}(0)](t) \triangleq \hat{\theta}_h W(t)$$

(2.11)

Using (2.3) and (2.11), we can then write

$$u_d(t) - u(t) = \hat{\theta}_h W(t) - \theta_h W(t) \triangleq \hat{\theta}_h W(t)$$

(2.12)
where $W(t)$ is defined by composite hysteresis operator

$$W(t) = \mathcal{W}[u_d; W(0)](t) \triangleq \mathcal{P} \circ \hat{\Gamma}^{-1}_h[u_d; W(0)](t) \quad (2.13)$$

### 2.3 Modified Prandtl-Ishlinskii Operator

A disadvantage of the PI operator is that it is odd symmetric, which can be seen from the illustration of the play operator in Fig. 2.1. This is a significant disadvantage, as the hysteresis loops exhibited by smart material systems are often asymmetric. In [32], a modified PI operator was proposed to address this deficiency. This model combines the original PI operator with a superposition of one-sided deadzone functions, illustrated in Fig 2.3. Each deadzone function is parameterized by a single threshold parameter, written as $z_i$ in Fig. 2.3. The output a deadzone function $d_{z_i}$, where $z_i$ is the threshold, can be expressed as

![Figure 2.3: Deadzone functions with positive and negative thresholds. The slopes in linear regions are unity.](image-url)
\[
d_d(v(t)) = \begin{cases} 
\max(v(t) - z_i, 0), & z_i > 0 \\
v(t), & z_i = 0 \\
\min(v(t) - z_i, 0), & z_i < 0
\end{cases}
\]  

(2.14)

Note that if \( z_i = 0 \), the deadzone function becomes a unity gain. Now denote the vector of deadzone thresholds \( z = [z_{-l}, \ldots, z_{-1}, z_0, z_1, \ldots, z_l]' \), where

\[-\infty < z_{-l} < \cdots < z_{-1} < z_0 = 0 < z_1 < \cdots < z_l < \infty\]

We will also denote the weight vector \( \theta_d = [\theta_{d_{-l}}, \ldots, \theta_{d_{-1}}, \theta_{d_0}, \theta_{d_1}, \ldots, \theta_{d_l}]' \). We can now denote the superposition of deadzone functions as \( \Phi \), with input \( v_1(t) \) as

\[
\Phi(v_1(t)) = \sum_{i=-l}^{l} \theta_{di}d_z(v_1(t)) \triangleq \theta_d'D_z(v_1(t)) \]  

(2.15)

where the vector \( D_z(v(t)) = [d_{z_{-l}}(v(t)), \ldots, d_{z_l}(v(t))]' \) denotes a stack of deadzone functions with thresholds \( z \). Using (2.15) along with (2.3), we can define the modified PI operator, denoted as \( \Gamma_{hd} \). With input \( v(t) \), the operator can be written as

\[
\Gamma_{hd}[v; W(0)](t) = \Phi(\Gamma_h[v; W(0)](t)) = \theta_d'D_z(\theta_d'W(t)) \]  

(2.16)

As the deadzone operator is simply a collection of functions, a closed form inversion also exists for the deadzone operator. This inversion is also a deadzone operator, with modified weights and thresholds. For deadzone functions with positive thresholds, the inversion parameters \( \tilde{\theta}_d \) and \( \tilde{z} \) can
be computed as

$$\bar{z}_i = \sum_{j=0}^{i} \theta_{d j} (z_j - z_i), \quad i = 0, \ldots, l$$  \hspace{1cm} (2.17)

$$\bar{\theta}_{d0} = 1 / \theta_{d0}$$  \hspace{1cm} (2.18)

$$\bar{\theta}_{di} = -\frac{\theta_{di}}{\left(\theta_{d0} + \sum_{j=1}^{i} \theta_{dj}\right) \left(\theta_{d0} + \sum_{j=1}^{i-1} \theta_{dj}\right)}, \quad i = 1, \ldots, l$$  \hspace{1cm} (2.19)

and for negative thresholds,

$$\bar{z}_i = \sum_{j=i}^{0} \theta_{d j} (z_j - z_i), \quad i = -l, \ldots, 0$$  \hspace{1cm} (2.20)

$$\bar{\theta}_{d0} = 1 / \theta_{d0}$$  \hspace{1cm} (2.21)

$$\bar{\theta}_{i} = -\frac{\theta_{di}}{\left(\theta_{d0} + \sum_{j=i}^{-1} \theta_{dj}\right) \left(\theta_{d0} + \sum_{j=i+1}^{-1} \theta_{dj}\right)}, \quad i = -l, \ldots, 0$$  \hspace{1cm} (2.22)

Using these definitions, we can form the inverse of the modified PI operator as

$$\Gamma_{hd}^{-1}[u_d, W(0)](t) = \Gamma_{h}^{-1} [\bar{\theta}_d Dz(u_d); \bar{W}(0)](t)$$  \hspace{1cm} (2.23)

Note that the order of the PI and deadzone operators are switched in the inverse operator with respect to the forward operator. We have already discussed how the hysteresis models are unknown in practical applications. Therefore, we must consider an inexact hysteresis inversion, based on an approximation of $\Gamma_{hd}$, which we denote as $\hat{\Gamma}_{hd}$.

**Assumption 2** The uncertainty between the models $\Gamma_{hd}$ and $\hat{\Gamma}_{hd}$ are limited to the hysteresis weights $\hat{\theta}_h$ and $\theta_h$, and the deadzone weights $\hat{\theta}_d$ and $\theta_d$. This implies that the vectors r and z are known.
This is a similar condition to that imposed for the PI operator in Assumption 1, and it is made for similar reasons. We will denote this estimate and its output $u(t)$ as

\[
u(t) = \hat{\Gamma}_h[v; W(0)](t) = \Phi(\hat{\Gamma}_h[v; W(0)](t)) = \hat{\theta}'D_z(\hat{\theta}'W(t)) \quad (2.24)
\]

We can then use the approximated model to derive an approximate inversion,

\[
\hat{\Gamma}^{-1}_{hd}[u_d; \tilde{W}(0)](t) = \hat{\Gamma}^{-1}_{h}[\hat{\theta}'D_z(u_d); \tilde{W}(0)](t) \quad (2.25)
\]

Our final discussion regarding the modified PI operator considers the inversion error, where we attempt to derive a similar expression for the inversion error as that achieved for the PI operator in (2.12). Using the identity $u_d(t) = \hat{\Gamma}_h[u_d; \tilde{W}(0)]$ and (2.24), the inversion error $u(t) - u_d(t)$ can be expressed as

\[
u_d(t) - u(t) = \hat{\theta}'D_z(\hat{\theta}'W(t)) - \theta'D_z(\theta'W(t)) \quad (2.26)
\]

where $W(t)$ is defined by the composite hysteresis operator

\[
W(t) = \mathcal{H}_d[u_d; W(0)](t) \triangleq \mathcal{P} \circ \hat{\Gamma}^{-1}_{hd}[u_d; W(0)](t) \quad (2.27)
\]

We will now derive a bound for this inversion related to the parameter errors, which we define as $\hat{\theta}_d = \hat{\theta}_d - \theta_d$ and $\hat{\theta}_h$, defined in (2.12). Adding and subtracting $\hat{\theta}'D_z(\theta'W(t))$ to (2.26) allows us
to arrive at

\[ u_d(t) - u(t) = \hat{\theta}_d' D_z(\hat{\theta}_h' W(t)) - \theta_d' D_z(\theta_h' W(t)) + \hat{\theta}_d' D_z(\hat{\theta}_h' W(t)) - \theta_d' D_z(\theta_h' W(t)) \]

\[ = (\hat{\theta}_d' - \theta_d') D_z(\theta' W(t)) + \hat{\theta}_d'[D_z(\hat{\theta}_h' W(t)) - D_z(\theta_h' W(t))] \]  

(2.28)

It can be easily seen from (2.14) that the dead-zone operator obeys the Lipschitz condition

\[ |d_z_i(a) - d_z_i(b)| \leq |a - b| \]  

(2.29)

for any threshold \( z_i \). Using this property together with the holder inequality, and taking the absolute value of (2.28), we have

\[ |u - u_d| \leq \|\hat{\theta}_d\| \|D_z(\theta_h' W(t))\| + \|\hat{\theta}_d\| \|D_z(\theta_h' W(t))\| + (2l + 1) \|\hat{\theta}_h\| \|W(t)\| \]

\[ \leq \varepsilon_d \left[ \|D_z(\theta_h' W(t))\| + (2l + 1) \|\hat{\theta}_d\| \|W(t)\| \right] \]  

(2.30)

where \( \varepsilon_d = \max(\|\hat{\theta}_h\|, \|\hat{\theta}_d\|) \) and \( \| \cdot \|_\infty \) represents the infinity norm \([60]\).

### 2.4 The Preisach-Krasnosel’skii-Pokrovskii Operator

The final hysteresis operator we will address is the Preisach-Krasnosel’skii-Pokrovskii, or PKP operator \([24, 29, 61]\). We will not be utilizing this model in any experiments, and therefore we will not be discussing the inversion of this operator. The PKP hysteron is defined by three parameters, labeled in Fig. 2.4 as \( \alpha, \beta, \) and \( a \). This hysteron is very similar to the Preisach hysteron (the relay operator); however, the inclusion of the slope parameter \( a \) allows for a continuous output with a
Figure 2.4: Illustration of the PKP hysteron. This operator is parameterized by the thresholds $\alpha$, $\beta$, and slope $a$.

Finite number of hysterons. The selections of $\alpha$ and $\beta$ allow the operator to model hysteresis curves of complex shapes. For a monotone continuous input $v(t)$, the output of the PKP hysteron can be described by

$$u(t) = \begin{cases} 
\min(\max\{v(0), -1 + \frac{2(v(t)-\alpha)}{a}, -1\}, 1) & \text{for } \dot{v} \geq 0 \\
\max(\min\{v(0), -1 + \frac{2(v(t)-\beta)}{a}, -1\}, -1) & \text{for } \dot{v} \leq 0
\end{cases} \quad (2.31)$$

As with the play operator, the output of a PKP hysteron for general inputs can be formed by breaking the input into a series of monotone signals. Now denote the ordered triple $\xi_i = (\alpha_i, \beta_i, a_i)$, and let $\Omega_{\xi_i}$ denote the output of a PKP operator with parameters $\xi_i$. The PKP operator, which we will call $\Gamma_p$, can then be formed as

$$\Gamma_p[v, \Omega(0)] = \sum_{i=0}^{p} \theta_{p_i} \Omega_{\xi_i}[v(t), \Omega_{\xi_i}(0)] \quad (2.32)$$
Chapter 3

Attenuation of Hysteresis through Servocompensators

3.1 Introduction

In this Chapter, we will discuss the theory behind the implementation of servocompensators for use in tracking problems in systems with hysteresis. We begin with a discussion of servocompensator design for uncertain linear plants, where we will use a robust Riccati equation approach to ensure robustness of the system. Next, we prove the existence and asymptotic stability of a unique periodic solution when a robust servocompensator and hysteresis inversion are used in a system with hysteresis, where the hysteresis is modeled by a PI or modified PI operator. Since the solutions of the system are periodic, we can interpret the effect of hysteresis at steady state as a structured, periodic, exogenous disturbance, which can be compensated by the servocompensator. In particular, we will show that the tracking error can be made arbitrarily small by increasing the order of the servocompensator. We will then demonstrate the merit of this control design through experiments conducted on a commercial nanopositioner, and show the performance of the proposed controller is superior to other commonly used methods in nanopositioning control. We also demonstrate the robustness of this technique to changing load conditions.
3.2 Servocompensator Design for Uncertain Systems

Recalling Fig. 2.2, we recognize that the input to the inverse operator $u_d$ is typically designed for larger control objectives. Motivated by this, we will design our servocompensator to regulate the output of an uncertain linear plant, and subsequently adjust its design to improve the controllers performance in systems with hysteresis. Consider a linear system

$$\dot{x}(t) = Ax(t) + Bu(t) + Ew(t)$$
$$e(t) = y_r(t) - Cx(t) - Du(t) \quad (3.1)$$

where $x \in \mathbb{R}^n$ is the plant state, $u \in \mathbb{R}$ is the plant input, $y =Cx + Du$ is the plant output, $e \in \mathbb{R}$ is the tracking error, $w(t) = H\sigma(t) \in \mathbb{R}^{m \times 1}$ is considered an exogenous disturbance, and $y_r = G\sigma \in \mathbb{R}$ is the reference trajectory to be tracked. Here $H$ and $G$ are real matrices which map $\sigma$ to $\mathbb{R}^m$ and $\mathbb{R}$ respectively. $E \in \mathbb{R}^{n \times m}$ translates the disturbance from the exosystem to the plant. The vector $\sigma \in \mathbb{R}^m$ is generated by a linear exosystem,

$$\dot{\sigma}(t) = S\sigma(t) \quad (3.2)$$

where $S \in \mathbb{R}^{m \times m}$. Denote by $eig(S)$ the set of distinct eigenvalues of the matrix $S$. We will later use $eig(S)$ as a design parameter in systems with hysteresis, since the disturbance $Ew(t)$ will arise from a hysteresis operator in systems with hysteresis, rather than an exosystem. It is assumed that $(A,B,C,D)$ is a minimal realization of a SISO plant transfer function, and thus is controllable and observable. The following assumptions are made on the system, as required in [54]:

**Assumption 3** $eig(S) \subset clos(\mathbb{C}^+) \triangleq \{\lambda \in \mathbb{C}, Re[\lambda] \geq 0\}$. 
**Assumption 4** The system \((A,B,C,D)\) has no zeros at \(\text{eig}(S)\).

**Remark 2** In order to simplify the presentation, we will assume for the remainder of our work that the matrix \(D = 0\). This assumption is satisfied for many systems, in particular, for our piezoelectric nanopositioner.

We will now present the design of our closed-loop controller. We shall integrate into the system a servocompensator, with state \(\eta\) and governed by the differential equations

\[
\dot{\eta}(t) = C^* \eta(t) + B^* e(t)
\]

where the matrix \(C^* \in \mathbb{R}^{m \times m}\) possesses the same eigenvalues as \(S\), and \(B^*\) is chosen so that the pair \((C^*,B^*)\) is controllable. The control signal \(u(t)\) is chosen as a state feedback

\[
u(t) = -K_1 x(t) - K_2 \eta(t)
\]

We can now use (3.3) and (3.4) to close the control loop in for the plant (3.1). This results in the closed loop system,

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{\eta}(t)
\end{bmatrix} =
\begin{bmatrix}
A - BK_1 & -BK_2 \\
-B^*C & C^*
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\eta(t)
\end{bmatrix}
+ 
\begin{bmatrix}
Ew(t) \\
B^*y_r(t)
\end{bmatrix}
\]

By Theorem 1 of [53], if the gain vector \([K_1,K_2]\) can be chosen such that closed-loop matrix is Hurwitz, then \(e(t) \to 0\) as \(t \to \infty\). It is shown in [56] that a necessary and sufficient condition for solvability of this problem is that there exist matrices \(\Pi \in \mathbb{R}^{n \times p}\) and \(\Gamma \in \mathbb{R}^{1 \times p}\) which solve the
linear matrix equations,

\[ \Pi S = A\Pi + B\Gamma + E \]

\[ C\Pi = 0 \quad (3.6) \]

Thus far, we have acted as if the system parameters are known. A desirable property of servocompensators in closed-loop systems is that the error regulation property is guaranteed for any uncertainty in the system that does not cause instability. This is particularly important in systems with hysteresis, as it is very common for the dynamics/hysteresis model to be inexact, or change with environmental or loading conditions [2, 19], a fact that we will observe in Section 3.4. We will therefore consider a norm-bounded uncertainty [62], where the uncertainty in the plant (3.1) can be represented by

\[ \dot{x}(t) = \left[ \hat{A} + B_1^*\Delta^*C_1^* \right]x(t) + \left[ \hat{B} + B_1^*\Delta^*D_1^* \right]u(t) \quad (3.7) \]

where

\[ A = \hat{A} + B_1^*\Delta^*C_1^* \quad (3.8) \]

\[ B = \hat{B} + B_1^*\Delta^*D_1^* \quad (3.9) \]

The matrices \( B_1^*, C_1^*, D_1^* \) are known, and represent knowledge of the range of the uncertainties in the matrix/transfer function parameters. The matrix \( \Delta^* \) is unknown, and satisfies the bound,

\[ \Delta^* \leq I, \Delta^*\Delta^* \leq I \]
Now, define the cost functional,

\[ J = \int_{0}^{\infty} \left[ x'(t), \eta(t)' \right] Q \left[ x'(t), \eta(t)' \right]' + Ru^2 \, dt, \quad Q = Q' \geq 0, \ R > 0 \]  \quad (3.10)

We define new matrices,

\[
\begin{align*}
\tilde{A} &= \begin{bmatrix} \hat{A} & 0 \\ -B^* C & C^* \end{bmatrix}, \\
\tilde{B} &= \begin{bmatrix} \hat{B} \\ 0 \end{bmatrix}, \\
B_1 &= \begin{bmatrix} B_1^* & 0 \\ 0 & 0 \end{bmatrix}, \\
C_1 &= \begin{bmatrix} C_1^* & 0 \\ 0 & 0 \end{bmatrix}, \\
D_1 &= \begin{bmatrix} D_1^* \\ 0 \end{bmatrix}
\end{align*}
\]

where each 0 represents an appropriately defined zero matrix. We can then present the following lemma, adapted from Theorem 1 in [62].

**Lemma 1** If for some \( t = t_1^* > 0, \ R = R^* > 0 \), there exists a unique positive definite solution \( P = P^* \) to the Riccati equation

\[
\begin{align*}
[\tilde{A} - \tilde{B}(tR + D_1^* D_1)^{-1}D_1^* C_1]'P \\
+ P[\tilde{A} - \tilde{B}(tR + D_1^* D_1)^{-1}D_1^* C_1] \\
+ tPB_1B_1'P - tP\tilde{B}(tR + D_1^* D_1)^{-1}\tilde{B}'P \\
+ 1/tC_1'(I - D_1(tR + D_1^* D_1)^{-1}D_1^*)C_1 + Q = 0
\end{align*}
\]  \quad (3.11)

then for any fixed \( t \in (0, t_1^*) \) and any fixed \( R \in (0, R^*) \), Eq. (3.11) has a unique positive definite
stabilizing solution $P$, and the control law

$$u(t) = -(R + D_1D_1)^{-1}(B_1P + D_1C_1)[x'(t), \eta'(t)]' \triangleq -[K_1, K_2]
\begin{bmatrix}
  x(t) \\
  \eta(t)
\end{bmatrix}$$

(3.12)

guarantees exponential stability of the closed-loop system (3.5) when $y_r(t) = w(t) = 0$, and the matrices $A$ and $B$ are given by (3.8) and (3.9) respectively.

3.3 Asymptotically Stable Periodic Solutions in Systems with Hysteresis

We will now consider the behavior of the controller (3.3), (3.12) when the input $u(t)$ is the output of a hysteresis operator, as assumed in (1.1). The plant output to be controlled is now modeled as a cascade of a modified PI operator (2.16) and the dynamic system (3.1). Furthermore, we will assume that this plant is uncertain, with the dynamic uncertainties obeying (3.8) and (3.9), and the hysteresis uncertainty obeying Assumption 2.

We will now introduce the hysteresis inversion (2.26) into the control structure. The input to the inversion, denoted as $u_d(t)$ in (2.25), will be defined by the right-hand side of (3.12),

$$u_d(t) = -[K_1, K_2][x'(t), \eta'(t)]'$$

(3.13)

Together with (2.25), the closed-loop system (3.5) can now be written as

$$
\begin{bmatrix}
  \dot{x}(t) \\
  \dot{\eta}(t)
\end{bmatrix} =
\begin{bmatrix}
  A - BK_1 & -BK_2 \\
  -B^*C & C^*
\end{bmatrix}
\begin{bmatrix}
  x(t) \\
  \eta(t)
\end{bmatrix} +
\begin{bmatrix}
  \dot{\theta}D_z(\dot{\theta}^tW(t)) - \theta^tD_z(\dot{\theta}^tW(t)) \\
  B^*y_r(t)
\end{bmatrix}
$$

(3.14)
where $W(t)$ is defined by (2.27). A block diagram of this closed-loop system is illustrated in Fig. 3.1.

The addition of the hysteresis operator into the closed-loop system creates a series of problems in the implementation of the servocompensator controller. First, does the system remain stable with the state feedback (3.12)? In addition, are the trajectories of the closed-loop system periodic for periodic reference trajectories? Such periodicity would allow us to argue that the servocompensator can attenuate the effect of hysteresis on the closed-loop system.

If $W(t)$ was a bounded exogenous disturbance generated by (3.2), the answer to both questions is clearly yes. It turns out that, if the effect of hysteresis is sufficiently small, we can also prove both of these properties closed-loop system with hysteresis. Based on the framework presented in Theorem 2.1 of [63], we can prove, under suitable conditions on the hysteresis operator, the existence of a unique, asymptotically stable, periodic solution. The most restrictive of these conditions is the existence of a contraction property for the composite hysteresis operator $\mathcal{H}_d$. We will see that this condition can be met for a $T$-periodic reference trajectory $y_r(t)$ if $u_d(t)$ and $v(t)$ satisfy the following assumption.

**Assumption 5** $\text{osc}_{[0,T]}[\theta_d z_e(u_{dtr})] > 2r_p$ and $\text{osc}_{[T,2T]}[v_T] > 2r_p$ where, for any continuous func-
osc \[ t_1, t_2 \] [z] = \sup_{t_1 \leq \tau \leq \sigma \leq t_2} |z(\tau) - z(\sigma)| \]

and \( r_p \) and \( \bar{r}_p \) are the largest play radii for \( \Gamma_{hd} \) and \( \hat{\Gamma}^{-1}_h \) respectively.

Before proving the existence of an asymptotically stable, periodic solution, we must first show the well-posedness of the closed-loop system. Let \( \mathbb{W}^{1,1}_t \) be the Banach space of absolutely continuous functions \( u : [0, t) \rightarrow \mathbb{R} \). We also equip this space with the norm

\[
\|u\|_{\mathbb{W}^{1,1}_t} = |u(0)| + \int_0^t |\dot{u}(s)|\,ds \tag{3.15}
\]

Note that, for \( f_1, f_2 \in \mathbb{W}^{1,1}_t \) the play operator \( P_{ri} \) obeys the condition

\[
|P_{ri}[f_1; a](s) - P_{ri}[f_2; a](s)| \leq \|f_1(s) - f_2(s)\|_\infty
\]

This property along with (2.29) allows us to prove that the composite hysteresis operator \( \mathcal{W}_d \) is Lipschitz continuous, i.e.

\[
\|\mathcal{W}_d[f_1; W(0)](s) - \mathcal{W}_d[f_2; W(0)](t)\| \leq L\|f_1 - f_2\|_\infty
\]

It is then clear that the right-hand side of (3.14) is Lipschitz continuous, and so the existence and uniqueness of the solution can be established through the typical contraction mapping argument [64]. Similar continuity properties can be proved for the dependence of the system on initial condition; therefore the system (2.27), (3.13), and (3.14) is well posed. We are now prepared to prove the following theorem.

**Theorem 1** Consider the closed-loop system (2.27), (3.13), and (3.14). Let Assumptions 2-5 hold,
and let the reference trajectory $y_r(t)$ be periodic with period $T$. Then, there exists an $\varepsilon$ such that
if $\varepsilon_d < \varepsilon$, where $\varepsilon_d = \max(\|\hat{\theta}_h\|, \|\hat{\theta}_d\|)$, the solutions of the closed-loop system (2.27), (3.13), and (3.14), under any initial condition $(x(0), \eta(0), W(0))$, will converge asymptotically to a unique periodic solution.

Proof. Consider an input $f(t)$ with $\text{osc}_{[0,T]}[f(t)] > 2r$. Let $P_r$ be a play operator with radius $r$. From (2.1) it can be seen that this play operator obeys the contraction property

$$|P_r[f;a](t) - P_r[f;b](t)| = 0, \forall t > T$$

for any two applicable initial conditions $a$ and $b$. From (2.13), $W$ is a composite hysteresis operator, formed by the inverse PI operator $\Gamma_{hd}^{-1}$, whose largest play radius is $\bar{r}_p$ and the play operators of $\Gamma_{hd}$, where the largest play radius is $r_p$. Assumption 5 therefore implies that, for $t > 2T$,

$$|W[u_d;W_a(0)](t) - W[u_d;W_b(0)](t)| = 0$$  \hspace{1cm} (3.16)

for any two applicable initial conditions $W_a(0)$ and $W_b(0)$. We will also note that the modified PI operator (and therefore $W$) satisfies the Volterra property

$$f_1(s) = f_2(s), 0 \leq s \leq t \Rightarrow \Gamma_{hd}[f_1;W(0)](t) = \Gamma_{hd}[f_2;W(0)](t), \forall t \geq 0$$  \hspace{1cm} (3.17)

and the semi-group property

$$\Gamma_{hd}[f_2;\Gamma_{hd}[f_1;W(0)](t_1)](t_2 - t_1) \equiv \Gamma_{hd}[f_1;W(0)](t_2), \text{ if } f_2(t) = f_1(t - t_1)$$  \hspace{1cm} (3.18)

Finally, we know from the definition of the play operators and the modified PI operator that there
exist constants $a_g$ and $b_g$ such that the growth condition

$$\|W(t)\| \leq a_g \|u_d(t)\| + b_g, \quad \forall t \quad (3.19)$$

is satisfied. From our discussions in Section 3.2, we know that if $\varepsilon_d = 0$, i.e. $\tilde{\theta}_h = \tilde{\theta}_d = 0$, the closed-loop system possesses a globally exponentially stable $T$-periodic solution $(x_T(t), \eta_T(t))$. Therefore, the closed-loop system fits into the class of systems considered in Theorem 2.1 of [63], and for a sufficiently small $\varepsilon_d$ there exists an asymptotically stable $T$-periodic solution $(x(t), \eta(t), W(t))$ for the closed-loop system (2.13), (3.13), and (3.14). □

**Remark 3** This Theorem can also be applied to a classical PI operator, by considering $\tilde{\theta}_d = 0$.

Having now established the existence, uniqueness, and stability of the periodic solution $(x(t), \eta(t), W(t))$, we can now discuss the steady state performance of the controller. From the $T$-periodicity of $W(t)$, we can equivalently write the inversion error (2.26) as the Fourier series

$$\alpha(t) = \theta'_d D_\zeta (\theta'_h W(t)) - \hat{\theta}'_d D_\zeta (\hat{\theta}'_h W(t)) = c_0 + \sum_{k=1}^{\infty} c_k \sin \left( \frac{2\pi k t}{T} + \phi_k \right) \quad (3.20)$$

for some constants $\phi_1, \phi_2, \cdots$ and $c_0, c_1, \cdots \geq 0$. We have now shown that the effect of hysteresis at steady state can be reduced to an equivalent exogenous disturbance $\alpha(t)$, as we illustrate in
Fig. 3.2. We therefore separate the disturbance $\alpha(t)$ into two components. Let us assume that the matrix $C^*$ in our servocompensator (3.3) has been chosen such that its eigenvalues are located at $\pm jk\omega$, $k \in \rho$, where $\rho$ is a finite element vector of whole numbers, and then define

$$
\alpha_c(t) = c_0 + \sum_{k \in \rho} c_k \sin \left( \frac{2\pi kt}{T} + \phi_k \right)
$$

(3.21)

$$
\alpha_d(t) = \sum_{k \notin \rho} c_k \sin \left( \frac{2\pi kt}{T} + \phi_k \right)
$$

From the properties of the servocompensator, we know that any effect of the disturbance $\alpha_c$ will be eliminated from the system at steady state. Therefore the tracking error under the proposed control scheme will be of the order of $\alpha_d$, which can be made arbitrarily small by accommodating a sufficient number of harmonics in the servocompensator design.

### 3.3.1 Output Feedback Control of Systems with Servocompensators

It should be noted that there are many other ways of designing the desired stabilizing control $u_d(t)$, as opposed to the riccati equation approach presented in (3.12). A variety of techniques including LQG control, $H_\infty$ control, or observer theory can be used to stabilize the closed-loop system. In the interest of our experimental implementation, we will now discuss the implementation of an output feedback controller in our closed-loop system. We will use a luemberger observer,

$$
\dot{x}(t) = A\hat{x}(t) + Bu_d(t) + L(y(t) - C\hat{x}(t))
$$

(3.22)

which transforms (3.13) into

$$
u_d(t) = -[K_1, K_2]
\begin{bmatrix}
\hat{x}(t) \\
\eta(t)
\end{bmatrix}
$$

(3.23)
The gain vector $L$ is chosen so that $A - LC$ is a hurwitz matrix. The design of luenberger observers requires the plant matrices $A$ and $B$ to be known; therefore in the case of output feedback we require the uncertainty $\Delta^*$ to be identically zero to show stability. Under this assumption, we can integrate the observer into the control loop, which results in the closed-loop system

$$
\begin{bmatrix}
\dot{x}(t) \\
\dot{\eta}(t) \\
\dot{\hat{x}}(t)
\end{bmatrix} =
\begin{bmatrix}
A & -BK_2 & -BK_1 \\
-B^*C & C^* & 0 \\
LC & -BK_2 & A - BK_1 - LC
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\eta(t) \\
\hat{x}(t)
\end{bmatrix} +
\begin{bmatrix}
\hat{\theta}_d^DZ(\hat{\theta}_d^W(t)) - \theta_d^DZ(\theta_d^W(t)) \\
B^*y_r(t)
\end{bmatrix}
$$

(3.24)

where the system matrix is Hurwitz. As this system possesses an exponentially stable $T$-periodic solution when $\epsilon_d = 0$, we can apply Theorem 2.1 of [63] and conclude stability of the closed-loop system in an identical manner to the proof of Theorem 1.

### 3.4 Experimental Implementation of Proposed Controller

#### 3.4.1 Nanopositioner Modeling

We now examine the performance of the proposed control scheme on a piezo-actuated nanopositioner, shown in Fig. 3.3. We have discussed the practical importance along with the need for improved controllers for nanopositioning in Chapter 1. This platform therefore provides a valuable and practically relevant test of our controller’s performance in systems with hysteresis.

The first step in our experimental tests involves model identification for the piezo-actuated nanopositioner. The hysteretic behavior was experimentally characterized using a quasi-static input, which sweeps the positioner output over its operational range. As seen in Fig. 3.4, the hystere-
Nanopositioning stage used in experimentation, Nano-OP65 nanopositioning stage coupled with a Nano-Drive controller from Mad City Labs Inc, with a primary resonance of 3 kHz. Position feedback is provided by a built-in capacitive sensor.

The hysteresis loop is not odd-symmetric; therefore we use a modified PI operator (2.24) with 9 deadzone elements and 8 play elements to model the asymmetric hysteresis. In addition, a bias scheme was used to center the hysteresis loop about the origin; this was accomplished by subtracting 25.9 \( \mu \text{m} \) from the plant output and 4V from the plant input in the modeling procedure. The radii \( r \) and thresholds \( z \) were chosen based on the input and output range of the plant,

\[
\begin{align*}
\mathbf{r} &= [0, 0.33, 0.66, 1.00, 1.33, 1.66, 2.00, 2.33]' \\
\mathbf{z} &= [-2.68, -1.97, -1.22, -0.42, 0, 0.32, 1.02, 1.76, 2.57]'
\end{align*}
\]

We then identify the model weights \( \hat{\theta}_h \) and \( \hat{\theta}_d \) using quadratic optimization routine outlined in [32]:

\[
\begin{align*}
\hat{\theta}_h &= [0.719, 0.183, 0.035, 0.055, 0.034, 0.033, 0.023, 0.061]' \\
\hat{\theta}_d &= [1.062, 0.473, 0.641, 0.311, 8.426, -0.636, -0.501, -0.614, -0.415]'
\end{align*}
\]

The model weights \( \hat{\theta}_h \) and \( \hat{\theta}_d \) are then used to calculate the inverse operator, \( \hat{\Gamma}_{hd}^{-1}[u_d, W(0)](t) \). Since the model \( \hat{\Gamma}_{hd} \) is generated by biasing the input and output, we are required to subtract 25.9
from the inversion input and add 4 to the inversion output to maintain the inversion structure. A comparison between the model and plant output is shown in Fig. 3.6. The discrepancy between the model prediction and the actual measurement was around 1 µm over a travel range of 45 µm.

We then model the plant dynamics, using frequency response identification techniques with small-amplitude sinusoidal inputs to reduce the impact of hysteresis on the measurements. We found that a fourth-order plant model matched the measured frequency response reasonably well, up to 3.5 kHz. We also set the DC gain of the dynamics to zero, since the DC gain is accounted for in the hysteresis operator. This model has the transfer function

$$G(s) = \frac{8.8 \times 10^{16}}{s^4 + 1.6 \times 10^4s^3 + 6.6 \times 10^8s^2 + 5.3 \times 10^{12}s + 8.8 \times 10^{16}} \tag{3.25}$$

Note that the combination of high resonant frequency and order has resulted in very large numbers in (3.25). In order to improve computation accuracy, we used a balanced state-space realization

![Figure 3.4: Measured hysteresis loops for the nanopositioner.](image-url)
Figure 3.5: Plant output used in the identification of the modified PI operator, and resulting model output.

Figure 3.6: Model prediction and experimental data for a decreasing sinusoid used to optimize the hysteresis model.
[65] in our control design:

\[
\dot{x}(t) = 1.0 \times 10^4 \begin{bmatrix}
-0.014 & 1.700 & 0.095 & -0.050 \\
-1.700 & -0.241 & -0.672 & 0.170 \\
0.095 & 0.672 & -1.066 & 1.617 \\
0.050 & 0.170 & -1.617 & -0.305 \\
\end{bmatrix} x(t) + \begin{bmatrix} 27.8 \\
111.3 \\
-116.5 \\
-44.1 \\
\end{bmatrix} u(t)
\]

\[
y(t) = \begin{bmatrix} 27.8 & -111.3 & -116.5 & 44.1 \end{bmatrix} x(t)
\]

These matrices then define the nominal plant matrices \((\hat{A}, \hat{B}, C, 0)\), as defined in 3.8 and 3.9. We next designed our robust stabilizing control (3.12). We then tested how the model parameters varied by loading weight onto the nanopositioning stage. We found that with a maximum load, the parameters of (3.25) varied by around \(\pm 5\%\). Therefore, we designed our controller to be robust to changes of \(\pm 10\%\) in the parameters of (3.25). We then translated this constraint into balanced coordinates via the same coordinate transformation used to generate (3.26). The resulting matrices become the \(B_2, C_1,\) and \(D_1\) matrices used in (3.11). Together with the balanced coordinate system matrices from (3.26), we can then calculate the stabilizing control (3.12).

Finally, we implement a Luenberger observer to estimate the states, as explored in Section 3.3.1. Designed and implemented in the standard manner with the nominal state space model of the plant, the output feedback controller is given as

\[
\dot{\hat{x}}(t) = \hat{A}\hat{x}(t) + \hat{B}u_d(t) + L(y(t) - C\hat{x}(t)) 
\]

\[
u_d(t) = -[K_1, K_2] \begin{bmatrix} \hat{x}(t) \\
\eta(t) \end{bmatrix}
\]

where \(L\) is chosen so that \(\hat{A} - LC\) is Hurwitz. In our work, \(L\) is chosen using an LQR method, and
equals \([0.3, -3.5, -1.7, -0.23]\).

### 3.4.2 Experimental Results

We now present the results of our controller implementation. Control and measurement were facilitated by a dSPACE platform. For comparison, we implemented an iterative learning control (ILC) algorithm [38], and a custom-designed proportional-integral controller with hysteresis inversion (PI+I). When discussing the proposed controller, we will distinguish between a single-harmonic servocompensator (SHSC), and a multi-harmonic servocompensator (MHSC). The SHSC is strictly second order, and compensates for the primary harmonic of the reference only. The order of the MHSC will vary between experiments.

Our first set of experiments considers sinusoidal waveforms for the reference trajectory,

\[ y_r(t) = (20 \sin(2\pi \omega t) + 30) \mu m \]

with frequencies of 5, 25, 50, 100 and 200 Hz. Two metrics are used to quantify the tracking error. The mean tracking error (MTE) is computed by taking the average of \(|e(t)|\) at steady state, and the peak tracking error (PTE) is the average of the maximum tracking error in each period of the reference. Both metrics are computed at steady state.

Table 3.1: Tracking error results for various controllers. All results are presented as a percentage of the reference amplitude (20\(\mu m\)).

<table>
<thead>
<tr>
<th>Reference</th>
<th>MHSC (%)</th>
<th>SHSC (%)</th>
<th>ILC (%)</th>
<th>PI+I (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MTE</td>
<td>PTE</td>
<td>MTE</td>
<td>PTE</td>
</tr>
<tr>
<td>Sine, 5 Hz</td>
<td>0.271</td>
<td>0.899</td>
<td>0.649</td>
<td>1.72</td>
</tr>
<tr>
<td>Sine, 25 Hz</td>
<td>0.268</td>
<td>0.881</td>
<td>0.707</td>
<td>1.85</td>
</tr>
<tr>
<td>Sine, 50 Hz</td>
<td>0.284</td>
<td>1.01</td>
<td>0.770</td>
<td>1.93</td>
</tr>
<tr>
<td>Sine, 100 Hz</td>
<td>0.352</td>
<td>1.03</td>
<td>0.815</td>
<td>2.38</td>
</tr>
<tr>
<td>Sine, 200 Hz</td>
<td>0.519</td>
<td>1.57</td>
<td>0.863</td>
<td>2.50</td>
</tr>
</tbody>
</table>
Table 3.1 contains the results for each reference and controller, where the MHSC contains the first, second, and third harmonics of the reference. The PI+I controller performs very poorly at high frequencies, a problem that has been well documented [2, 39]. The ILC algorithm performs very well in general, but cannot match the MHSC at 200 Hz, as shown in Fig. 3.7. A detailed comparison between the ILC and MHSC methods is shown in Fig. 3.8. At low frequencies, the ILC algorithm performs better than the MHSC. At 50 Hz, the errors are very close, with ILC still slightly ahead. However, at 100 Hz and 200 Hz, the MHSC is significantly better, with only 40% the mean tracking error of ILC at 200 Hz.

We can also compare the performance of the multi-harmonic servocompensator (MHSC) with that of the single-harmonic servocompensator (SHSC). From our theoretical results, we would expect the MHSC to perform significantly and consistently better than the SHSC; this is confirmed in Table 3.1, as the MHSC outperforms the SHSC by significant margins at each frequency for
both error metrics. However, the performance gap narrows as the reference frequency increases. At 5 Hz, the MHSC has around 40% of the tracking error of the SHSC, whereas at 200 Hz the MHSC has 60%. This can be attributed to the resonant peak of the vibrational dynamics of the system. In particular, with increasing frequencies, the harmonics higher than the second and third become more significant. Fig. 3.9 shows the spectra under SHSC for reference signals at 5 and 200 Hz. In both cases, the second and third harmonics of the reference signal are the most significant in the error signal. However, the other harmonics of the system are significantly larger at 200 Hz in comparison to the dominant second and third harmonics than they are at 5 Hz. It is therefore reasonable to expect that canceling the second and third harmonics in the 200 Hz case would result in reduced benefit as compared to that in the 5 Hz case.

We also demonstrate the ability for the MHSC to track sawtooth reference signals. Sawtooth signals are commonly used in SPM applications, and represent a challenge for our proposed con-
Figure 3.9: Frequency spectra of the tracking error signal for references at 5 Hz and 200 Hz. An SHSC was used in each case. Graphs are aligned so that the peaks on each graph correspond to the same harmonic of the reference. Note the prominence of the harmonics near 3000 Hz in the 200 Hz plot.
controller since they do not have a finite-dimensional internal model. However, by using the first few harmonics of the signal, we can arrive at a reasonable approximation. Fig. 3.10 and Table 3.2 show tracking error results for the three control methods used, where the MHSC incorporated the first 6 odd harmonics of the reference. The ILC controller is well suited to tracking signals like a sawtooth, and this is shown in the tracking results. While the PI+I controller has reasonable performance at 5 Hz, its performance falls off dramatically at 50 Hz. The MHSC does a significantly better job than the P+I controller at tracking this signal, with an average error that was only 20% of what was achieved by the latter controller at 50 Hz. While the tracking error under the MHSC is almost five times of that under ILC at 5 Hz, it becomes comparable to that of ILC with smaller maximum error at 50 Hz, indicating that the MHSC can facilitate tracking of such sawtooth signals.

Table 3.2: Tracking errors results for a Sawtooth signals. All results are presented as a percentage of the reference amplitude (20 µm).

<table>
<thead>
<tr>
<th></th>
<th>5 Hz (%)</th>
<th>50 Hz (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MTE</td>
<td>PTE</td>
</tr>
<tr>
<td>MHSC</td>
<td>0.562</td>
<td>4.15</td>
</tr>
<tr>
<td>ILC</td>
<td>0.114</td>
<td>0.775</td>
</tr>
<tr>
<td>P+I</td>
<td>1.08</td>
<td>1.30</td>
</tr>
</tbody>
</table>

We also test the performance of the proposed controller under more complex inputs. Fig. 3.11 shows the experimental results for the MHSC and ILC with a reference signal of

\[ y_r(t) = 5 \sin(2\pi 5t - \pi/2) + 5 \sin(2\pi 15t + \pi/2) + 10 \sin(2\pi 25t - \pi/2) \]

Such an input excites more complex memory states for hysteresis than a sinusoidal or sawtooth input, and is a useful test of the proposed controller’s ability to compensate for hysteresis. For this experiment, the MHSC is designed to compensate for the reference signal alone, yielding a 6th order servocompensator. The resulting mean tracking errors are 0.52% for the MHSC and
Figure 3.10: Experimental results at 50 Hz for sawtooth reference signal. Two periods are shown.

0.66% for ILC. Even though the reference is fairly slow, the advantage that ILC possesses at low frequencies for the sinusoidal references has been reversed in this test by the MHSC. This proves the effectiveness of the proposed controller at compensating for hysteresis in general systems.

Finally, we investigated the robustness of the system’s performance to loading conditions. To prevent damage to the nanopositioner, we limited our experiments to 40% (200 g) of the maximum load recommended by the manufacturer. ILC and a MHSC (accommodating first three harmonics) were used for this study. Table 3.3 shows the results for tracking a 50 Hz signal for the loaded operation, as well as the percent-change from the nominal results presented in Table 3.1. The performance of the MHSC is nearly unchanged from the unloaded case, a point also readily visible in Fig. 3.12. The ILC controller, however, has suffered a notable drop in performance, with double-digit percentage drops in accuracy in the loaded case. However, due to ILC’s better performance in the unloaded case, both methods are very close in the raw performance. This result indicates that
Figure 3.11: Experimental results for a reference trajectory of $y_r = 5\sin(2\pi 5t - \pi/2) + 5\sin(2\pi 15t + \pi/2) + 10\sin(2\pi 25t - \pi/2)$
Figure 3.12: Tracking errors for a 50 Hz reference signal, for loaded and unloaded nanopositioner. An MHSC was used in both cases. Note the similarity in the time trajectory of the tracking error.

The MHSC’s performance is significantly less tied to modeling accuracy than ILC’s, since the net effect of a load is to deviate the plant from its nominal dynamics, which proves the performance robustness properties discussed in Section 3.3.

Table 3.3: Loading performance for MHSC and ILC. First two columns are presented as a percentage of the reference amplitude (20 µm), second two columns are percent change from the unloaded case.

<table>
<thead>
<tr>
<th></th>
<th>MTE</th>
<th>PTE</th>
<th>Δ MTE</th>
<th>Δ PTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHSC</td>
<td>0.288</td>
<td>0.940</td>
<td>1.41</td>
<td>-6</td>
</tr>
<tr>
<td>ILC</td>
<td>0.308</td>
<td>0.775</td>
<td>18.5</td>
<td>10.7</td>
</tr>
</tbody>
</table>
Chapter 4

Harmonic Analysis of Hysteresis Operators with Application to Control Design for Multi-Harmonic Servocompensators

4.1 Introduction

We now provide a design tool for the MHSC proposed in this dissertation. Consider the expression (3.21), which describes the effect of hysteresis on the closed-loop system at steady state, and let $G_{\alpha e}$ denote the transfer function from $\alpha(t)$ to $e(t)$ of the nominal closed-loop system (2.13), (3.13), and (3.14) where $\epsilon_d = \max(\|\tilde{\theta}_h\|, \|\tilde{\theta}_d\|) = 0$. If $\alpha_d$ is known, the steady state function for $e(t)$ can be derived from the expression $e(t) = G_{\alpha e}(s)[\alpha_d(t)]$. However, the trajectory of $\alpha_d$ is dependent on the hysteresis operator; specifically, the amplitudes $c_k$ and phases $\phi_k$ are unknown functions of the system parameters and hysteresis operator. Theoretically, it is possible that these coefficients are prohibitively large; however, we can see from our experimental results that $\alpha_d$ is reasonably small.

Recall from Chapter 3 that the order of the servocompensator can be used directly as a design aid to improve tracking performance. As a control engineer, it is desirable to obtain the minimum order and complexity for the controller to accomplish a given objective. Existing design techniques
for the MHSC consist of repeated iterations of different controller orders until the desired performance is met, which is both *ad hoc* and time consuming. Therefore, it is of interest to evaluate the harmonic components of a hysteresis operator in terms of the hysteresis parameters.

We now present our results on such an algorithm, which evaluates the Fourier coefficients [66] of the output produced by a hysteresis operator in an open-loop system. This algorithm is applicable to both PI and PKP operators, and has two primary components. First, we form the output of the hysterons using a series of pulse signals. The pulse signals are defined through a set of time instants at which the hysteresis behavior switches, and they are determined by a combination of the input signal and operator parameters. Second, we use this formulation to compute the Fourier series of the output. For the example of a play operator subject to a sinusoidal or sawtooth signal, we provide explicit expressions for the coefficients, which are functions of the input amplitude and the hysterons parameters. We will also show that the resulting expressions provide some valuable control design tools for closed-loop systems such as that in Chapter 3.

### 4.2 Open-Loop Computation of Hysteresis Operator Outputs

Recall that any periodic signal $\sigma(t)$ with period $T \triangleq 2\pi/\omega$ can be written as an infinite summation in the form

$$\sigma(t) = a_0/2 + \sum_{n=1}^{\infty} a_n \cos(\omega nt) + b_n \sin(\omega nt)$$  \hspace{1cm} (4.1)

where the coefficients $a_n$ and $b_n$ are defined by the integrals

$$a_n = \frac{2}{T} \int_{0}^{T} \sigma(t) \cos(\omega nt) \, dt$$  \hspace{1cm} (4.2)

$$b_n = \frac{2}{T} \int_{0}^{T} \sigma(t) \sin(\omega nt) \, dt$$  \hspace{1cm} (4.3)
For a Preisach-like operator, the Fourier series coefficients of its output can be constructed from those of its constituent hysterons. To see this, consider the example of a PI operator. Recall that the output of any play operator is described by its state, which we have defined as \( W_{r_i}[v;W(0)](t) \).

Say that we have calculated \( W_{r_i}[v;W(0)](t) \) in the Fourier series form

\[
W_{r_i}[v;W(0)](t) = a_{i0}/2 + \sum_{n=1}^{\infty} a_{in} \cos(\omega nt) + b_{in} \sin(\omega nt)
\] (4.4)

Then the Fourier series coefficients of \( u(t) = \Gamma[v](t) \) can be calculated from (2.3) as

\[
a_0 = \sum_{i=1}^{m} \theta_i a_{i0}, \quad a_n = \sum_{i=1}^{m} \theta_i a_{in}, \quad b_n = \sum_{i=1}^{m} \theta_i b_{in}
\] (4.5)

A similar expression can be quickly derived for the PKP operator as well. Therefore, we will focus our attention on computing the Fourier series for the output of an individual hysteron. We will begin with the play operator, defined in (2.1).

### 4.2.1 Harmonic Analysis of a Play Operator

In order to compute the Fourier series of a play operator’s output, we first need an analytical expression for which a Fourier transform can be easily evaluated. We describe the output as a function of the input as well as a series of pulse wave signals \( P_1, P_2, \) and \( P_3 \), determined by a set of time instants \( T_i = [t_{i1}, t_{i2}, \ldots] \) and \( T_0 = [t_{o1}, t_{o2}, \ldots] \). For a general input, we define the output of a play operator \( u(t) \) as

\[
u(t) = (v(t) + P_1(t))P_2(t) + P_3(t)
\] (4.6)
where

\[ P_1(t) = -r(\text{sgn}(\dot{v}(t))) \]  
(4.7)

\[ P_2(t) = \begin{cases} 
0, & t \in [t_{ij}, t_{oj}), \forall j = 1,2,\ldots \\
1, & t \in [t_{oj}, t_{i(j+1)}), \forall j = 1,2,\ldots 
\end{cases} \]  
(4.8)

\[ P_3(t) = \begin{cases} 
v(t_{ij}) - r(\text{sgn}(\dot{v}(t_{ij}^+))), & t \in [t_{ij}, t_{oj}) \\
0, & \text{otherwise (o.w.)} 
\end{cases} \]  
(4.9)

and \( v(t) \) is the input to the operator. We will assume that the time variable has been shifted so that \( u(0) \) lies in the linear region of the play operator. The time instants \( T_1 \) and \( T_0 \) are determined systematically based on the reference signal and the radius of the play operator. In particular, \( t_{ij} \) is the first time satisfying the conditions

\[ \dot{v}(t_{ij}) = 0, \ t_{ij} > t_{o(j-1)}, \ \text{sgn}(\dot{v}(t_{ij}^-)) \neq \text{sgn}(\dot{v}(t_{ij}^+)) \]

This represents the time when the output of the play operator transitions from a linear region into the flat “play” region. In contrast, \( t_{oj} \) is the time period when the output moves out of the “play” region, and is the first time satisfying either

\[ |v(t_{ij}) - v(t_{oj})| \geq 2r, \ t_{oj} \geq t_{ij}, \]

or

\[ \text{sgn}(\dot{v}(t_{ij}^+))v(t_{oj}) < \text{sgn}(\dot{v}(t_{ij}^+))v(t_{ij}), \ t_{oj} \geq t_{ij} \]
Two cases exist for the definition of $t_{oj}$ since there are two ways to exit the play region of the play operator. The first case deals with the output leaving the play region by entering the opposite linear portion from the one it entered. Naturally then, the second case deals with the output leaving the play region by entering the same linear portion as the one it entered from.

Fig. 4.1 shows an example of how the time instants $T_i$ and $T_o$ are calculated for one portion of a periodic signal. The inflection point marked $t_{i1}$ defines the first element of $T_i$. $t_{o1}$ is defined by the graph returning to the level of $5r$, since the curve did not fall $2r$ from its value at $t_{i1}$. $t_{i2}$ is the next inflection point after $t_{o1}$ and the third such point plotted on the graph. Finally, $t_{o2}$ is defined by the point where the graph has fallen $2r$ from its value at $t_{i2}$.

As a further illustration, Fig. 4.2 demonstrates how the play operators output is reconstructed from the input and pulse signals. The reference signal is assumed to be a sinusoid with amplitude of two, and the play operator possesses a radius of 0.3. The vertical dashed lines indicate the time instants for this particular reference and play operator. $P_1(t)$ controls the offset or lag generated
Figure 4.2: Reconstruction of the output $u(t)$ of a play operator. The play radius $r = 0.3$, and the time axis is shared by each signal.
by the play operator in the linear regions. $P_2(t)$ “switches” the output between the play and linear regions of the operator, while $P_3(t)$ “holds” the output when the play operator is in the “play” region.

Having now expressed the output of the play operator in the form (4.6), we can compute the Fourier series of the output $u(t)$. Using (4.6) along with (4.7)-(4.9), we can break up the integrals in (4.2) and (4.3) as

$$a_n = \frac{2}{T} \left[ \int_{t_{i1}}^{t_{o1}} (P_3(t)) \cos(\omega nt) dt 
+ \int_{t_{i1}}^{t_{i2}} (v(t) + P_1(t)) \cos(\omega nt) dt 
+ \int_{t_{i2}}^{t_{o2}} (P_3(t)) \cos(\omega nt) dt + \cdots \right]$$

$$b_n = \frac{2}{T} \left[ \int_{t_{i1}}^{t_{o1}} (P_3(t)) \sin(\omega nt) dt 
+ \int_{t_{i1}}^{t_{i2}} (v(t) + P_1(t)) \sin(\omega nt) dt 
+ \int_{t_{i2}}^{t_{o2}} (P_3(t)) \sin(\omega nt) dt + \cdots \right]$$

The complexity of calculating $a_n$ and $b_n$ depends greatly on the form of $v(t)$ as well as how complex the definitions for the time indices $T_i$ and $T_o$ are in order to describe the signal. However, we can arrive at simple and analytical expressions for some common types of input signals.

### 4.2.2 Example Calculations for a Sinusoidal Input

We will now present some sample calculations of the Fourier series coefficients for the play operator. For a sinusoidal input, we can derive the final expressions for $a_n$ and $b_n$ of the harmonics as
explicit functions of the amplitude and the play radius. Consider a sinusoidal input

\[ v(t) = A \sin(\omega t) \quad (4.12) \]

We assume \( A \geq r \), which ensures a contraction property like (3.16); thus the steady-state play output is independent of the initial condition. Sinusoidal signals are easy to deal with utilizing the proposed algorithm because they possess only two inflection points per period, which gives the pulse signals \( P_1(t), P_2(t), \) and \( P_3(t) \) very simple forms. The first step in the computation of (4.10) is to obtain the time instants \( T_i \) and \( T_0 \),

\[
\begin{align*}
  t_{ij} &= \frac{T}{4} + \frac{(j-1)T}{2} \\
  t_{0j} &= \frac{T}{2} - \frac{\sin^{-1}(1-2r/A)}{\omega} + \frac{(j-1)T}{2} 
\end{align*}
\]

(4.13)

(4.14)

We can then write (4.10) as

\[
\begin{align*}
  a_n &= \frac{2}{T} \left[ \int_{t_{a1}}^{t_{a2}} (A - r) \cos(\omega nt) \, dt \\
  &\quad + A \int_{t_{a1}}^{t_{a2}} (\sin(\omega t) + r) \cos(\omega nt) \, dt \\
  &\quad + \int_{t_{a2}}^{t_{a1}+T} -(A - r) \cos(\omega nt) \, dt \\
  &\quad + A \int_{t_{a2}}^{t_{a1}+T} (\sin(\omega t) - r) \cos(\omega nt) \, dt \right] 
\end{align*}
\]

(4.15)
This results in two types of integrals to evaluate, whose solutions for \( n > 1 \) are given by

\[
\int \cos(\omega nt) \, dt = \frac{\sin(\omega nt)}{\omega n} \\
\int \sin \omega t \cos(\omega nt) \, dt = \frac{\cos((n-1)\omega t)}{2\omega(n-1)} - \frac{\cos((n+1)\omega t)}{2\omega(n+1)} \tag{4.16}
\]

Using these integrations combined with (4.13)-(4.15), we can arrive at a closed-form expression for each individual \( a_n \). The expressions for \( b_n \) can be derived in a similar way. Furthermore, because of the form for the limits of integration, we can simplify this expression for \( n > 1 \). In particular, because of the appearance of \( \sin^{-1} \) along with half and quarter periods, simplified expressions can be found devoid of any trigonometric functions. For example, when \( n = 3 \),

\[
a_3 = -\frac{4r(8r^3 - 16Ar^2 + 9A^2r - A^3)}{3A^3\pi} \tag{4.17}
\]

and

\[
b_3 = -\frac{16r(2r^2 - 3Ar + a^2)\sqrt{r(A - r)}}{3A^3\pi} \tag{4.18}
\]

Furthermore, we can compute \( c_3 = \sqrt{a_3^2 + b_3^2} \), which simplifies to

\[
c_3 = \frac{4r(A - r)}{3A\pi} \tag{4.19}
\]

while for \( n = 5 \),

\[
c_5 = \frac{4r(A - r)\sqrt{32r^2 - 32Ar + 9A^2}}{15A^2\pi} \tag{4.20}
\]

Fig. 4.3 and 4.4 show the calculated values of \( c_n \) as functions of the amplitude \( A \) and the play radius \( r \) respectively. The even harmonics are always zero due to the odd symmetry of the play operator. Fig. 4.3 shows the relative size of harmonic coefficients trending towards zero with
increasing $A$. Such a behavior is anticipated, because the hysteresis loop for a fixed play radius appears narrower and narrower as the amplitude of the input is increased. From Fig. 4.4, we can see that the relative amplitude of the harmonics varies greatly with the play radius. In particular, for a play radius $r = A/2$, $c_3$ is five times as large as $c_5$, yet $c_5$ and $c_7$ are almost identical in size. But for $r = A/4$, $c_5$ is over three times the value of $c_7$. However, from both Fig. 4.3 and 4.4, we see that higher harmonics are always less significant than lower harmonics. Such graphs can serve as a valuable design tool for systems such as that considered in [67], as we will be able to estimate the relative sizes of the harmonics within the system \textit{a priori}.

![Figure 4.3: Plot of $c_n$ for increasing amplitude $A$. The play radius is held constant at $r = 0.5$.](image)

### 4.2.3 Example Calculations for a Raster/Sawtooth Input

We also investigate the application of the algorithm to a raster or sawtooth input signal in combination with a play operator. As we have seen, such inputs are particularly relevant in atomic force
microscope applications [23]. We can write the input \( v(t) \) with amplitude \( A \) and period \( T \) as

\[
v(t) = \begin{cases} 
\frac{4A}{T} (t - Tn), & \text{if } t \in \left[ -\frac{T}{4} + Tn, \frac{T}{4} + Tn \right] \\
-\frac{4A}{T} (t - Tn - T/2), & \text{if } t \in \left[ \frac{T}{4} + Tn, \frac{3T}{4} + Tn \right] 
\end{cases}
\]  

(4.21)

for \( n = 1, 2, \cdots \). Similar to sinusoidal inputs, raster signals have only two inflection points per period, allowing us to easily calculate \( T_i \) and \( T_o \) as

\[
t_{ij} = \frac{T}{4} + \frac{(j - 1)T}{2}
\]

\[
t_{0j} = \frac{T(2r + A)}{4A} + \frac{(j - 1)T}{2}
\]
Using this, we can write (4.28) as

\[ a_n = \frac{2}{T} \left[ \int_{t_{l1}}^{t_{i1}} (A - r) \cos(\omega nt) dt 
+ \int_{t_{l1}}^{t_{i2}} (-4A/T(t - T/2) + r) \cos(\omega nt) dt 
+ \int_{t_{l2}}^{t_{i2}} -(A - r) \cos(\omega nt) dt 
+ \int_{t_{l2}}^{T+t_{i1}} (4A/T(t - T) - r) \cos(\omega nt) dt \right] \tag{4.22} \]

We can again compute closed-form expressions for both \( a_n \) and \( b_n \). In this case, we can derive a simple formula for every \( c_n \):

\[ c_n = \begin{cases} 
4A \sqrt{2} \left( \cos \left( \frac{\pi n r}{T} \right) + 1 \right) \over n \pi^2 & \text{if } n \text{ is odd} \\
0 & \text{if } n \text{ is even} 
\end{cases} \tag{4.23} \]

### 4.2.4 Harmonic Analysis of a PKP Hysteron

We finally address the application of the proposed algorithm to the PKP hysteron. We will use the same basic setup for reconstructing the output; however, we will need to alter the construction of \( u(t) \) due to the form of the PKP operator. In particular, we write

\[ u(t) = (-1 + \frac{2(v(t) + P_1(t))}{a})P_2(t) + P_3(t) \tag{4.24} \]
where $P_1(t)$, $P_2(t)$, and $P_3(t)$ are defined by

$$P_1(t) = \begin{cases} 
-\alpha \quad &\text{sgn}(\dot{v}(t)) > 0 \\
-\beta \quad &\text{sgn}(\dot{v}(t)) < 0 \\
P_1(t^-) \quad &\text{sgn}(\dot{v}(t)) = 0 
\end{cases} \quad (4.25)$$

$$P_2(t) = \begin{cases} 
0, \quad &t \in [t_{ij}, t_{oj}), \forall j = 1, 2, \ldots \\
1, \quad &t \in [t_{oj}, t_{(j+1)}), \forall j = 1, 2, \ldots \\
-1 + \frac{2(v(t_{ij})-\alpha)}{a} \quad &\text{sgn}(\dot{v}(t_{ij}^-)) > 0 \text{ and } t \in [t_{ij}, t_{oj}) \\
-1 + \frac{2(v(t_{ij})-\beta)}{a} \quad &\text{sgn}(\dot{v}(t_{ij}^-)) < 0 \text{ and } t \in [t_{ij}, t_{oj}) \\
0, \quad &\text{o.w.} 
\end{cases} \quad (4.26)$$

$$P_3(t) = \begin{cases} 
0, \quad &t \in [t_{ij}, t_{oj}), \forall j = 1, 2, \ldots \\
1, \quad &t \in [t_{oj}, t_{(j+1)}), \forall j = 1, 2, \ldots \\
-1 + \frac{2(v(t_{ij})-\alpha)}{a} \quad &\text{sgn}(\dot{v}(t_{ij}^-)) > 0 \text{ and } t \in [t_{ij}, t_{oj}) \\
-1 + \frac{2(v(t_{ij})-\beta)}{a} \quad &\text{sgn}(\dot{v}(t_{ij}^-)) < 0 \text{ and } t \in [t_{ij}, t_{oj}) \\
0, \quad &\text{o.w.} 
\end{cases} \quad (4.27)$$

The definitions above are slightly different from those listed in (4.7)-(4.9). The other major difference between the cases of the PKP hysteron and the play operator is in the definitions of the time instants $T_i$ and $T_o$. In particular, there are some extra conditions for defining each $t_i$ and $t_o$. As with the play operator, for the PKP hysteron, $t_i$ can be defined by an inflection point in the input signal $v(t)$. However, we will also use $t_i$ to define times when the input saturates the PKP operator, i.e., $t_{ij}$ is the first time satisfying the condition

$$\dot{v}(t_{ij}) = 0, \quad t_{ij} > t_{o(j-1)}, \text{sgn}(\dot{v}(t_{ij}^-)) \neq \text{sgn}(\dot{v}(t_{ij}^+)),$$

or

$$v(t_{ij}) < \beta, \quad t_{ij} > t_{o(j-1)},$$
or

\[ v(t_{ij}) > \alpha + a, \quad t_{ij} > t_{o(j-1)}. \]

Since we have added conditions to the definition of \( t_i \) we must also add conditions to the definitions of \( t_o \) related to exiting the saturation regions. Therefore, \( t_{oj} \) is the first time satisfying the condition

\[ |v(t_{ij}) - v(t_{oj})| \geq \alpha - \beta, \quad t_{oj} \geq t_{ij}, \]

or

\[ \text{sgn}(v(t_{ij}^+))v(t_{oj}) < \text{sgn}(v(t_{ij}^+))v(t_{ij}), \quad t_{oj} \geq t_{ij}, \]

or

\[ v(t_{oj}) > \alpha, \quad v(t_{ij}) = \beta, \quad t_{oj} > t_{ij} \]

or

\[ v(t_{oj}) < \beta + a, \quad v(t_{ij}) = \alpha + a, \quad t_{oj} > t_{ij}. \]

where the saturation within the PKP hysteron has added the final two conditions. The first two conditions listed serve the same roles they did with the play operator; namely exiting the center “play” region from the opposite or the same side as the signal entered. Once the time indices \( T_i \) and \( T_o \) are defined, the Fourier coefficients can be calculated in the same manner as they were in
Section 4.2.1, by evaluating the integrals

\[
a_n = \frac{2}{T} \left[ \int_{t_{i1}}^{t_{i2}} (P_3(t)) \cos(\omega n t) \, dt + \int_{t_{i1}}^{t_{i2}} (-1 + \frac{2(v(t) + P_1(t))}{a}) \cos(\omega n t) \, dt + \int_{t_{i2}}^{t_{i1}} (P_3(t)) \cos(\omega n t) \, dt + \cdots \right] \tag{4.28}
\]

\[
b_n = \frac{2}{T} \left[ \int_{t_{i1}}^{t_{i2}} (P_3(t)) \sin(\omega n t) \, dt + \int_{t_{i1}}^{t_{i2}} (-1 + \frac{2(v(t) + P_1(t))}{a}) \sin(\omega n t) \, dt + \int_{t_{i2}}^{t_{i1}} (P_3(t)) \sin(\omega n t) \, dt + \cdots \right] \tag{4.29}
\]

4.3 Illustration in Controller Design

We will now explore the use of the proposed analysis in the design of controllers like those proposed in Chapter 3. We consider a closed-loop system

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{\eta}(t)
\end{bmatrix} =
\begin{bmatrix}
A & 0 \\
-B^*c & C^*
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\eta(t)
\end{bmatrix} +
\begin{bmatrix}
B(u_d + \theta W_r[u_d,W(0)](t)) \\
B^* y_r(t)
\end{bmatrix}
\]

\[
u_d(t) = [K_1,K_2]
\begin{bmatrix}
x(t) \\
\eta(t)
\end{bmatrix}
\]

\[
y_r(t) = a \sin(2\pi t) \tag{4.30}
\]

where \(A = -B = -20\pi, \ c = 1, \ x \in \mathbb{R}, \ \text{and} \ \theta = 0.1\). This system represents a simplified version of the system considered in Chapter 3. The variable \(x\) refers to the state and output of our example plant, while \(\eta\) is the state vector of the servocompensator. The vector \(B^*\) and matrix \(C^*\) are chosen
as a controllable pair where the eigenvalues of \( C^* \) are predetermined harmonics of the reference frequency \( 2\pi \). As discussed in Chapter 3, an important step in the design of such a controller is the selection of which harmonics will be compensated by the servocompensator. For this simulation, we will consider controllers compensating the (a) the first harmonic, (b) the first and third, and (c) the first, third and fifth harmonics, implying \( \eta \in \mathbb{R}^2 \), \( \eta \in \mathbb{R}^4 \), and \( \eta \in \mathbb{R}^6 \) respectively. The control gains \( [K_1, K_2] \) are selected using the well known LQR technique [60], where \( Q \) is set to an appropriately sized identity matrix, and \( R = 1 \). The value of \( a = 0.931 \) is chosen as the amplitude of \( u_d \) necessary for an open-loop sinusoidal input to output a signal of unit amplitude when \( r = 0.5 \). We will use two different play radii, \( r = A/2 \) and \( r = A/4 \), and investigate the differences in tracking error for the three controllers discussed above.

For such a system, it is desirable to meet a required tracking error target with a minimum-order servocompensator, as increasing the order of the servocompensator increases the computation power needed to accomplish the control task. However, there are no existing guidelines for selecting the order of the compensator, and thus the order of the compensator is the result of a guess-and-check process. Now, based on Fig. 4.4, we are able to make some educated design decisions concerning the order of the servocompensator. When \( r = a/2 \), we would expect compensating for the third harmonic to have a much greater impact than when \( r = a/4 \). Likewise, compensating for the fifth harmonic should be more effective when \( r = a/4 \) as compared to when \( r = a/2 \).

Fig. 4.5 confirms these expectations. When only the first harmonic is compensated, we notice that the error is significantly higher when \( r = a/2 \), where the mean tracking error is \( 4.41 \times 10^{-3} \), as compared with \( r = a/4 \), where the error is \( 3.26 \times 10^{-3} \). A larger play radius can be interpreted as a larger hysteresis effect, which explains this initial difference. Once the third harmonic is compensated, the tracking error in the \( r = a/2 \) case becomes lower than the \( r = a/4 \) case, with the
tracking errors being $0.97 \times 10^{-3}$ against $1.15 \times 10^{-3}$. Finally, the situation reverses again when
the fifth harmonic is compensated, with the $r = a/4$ case leading $r = a/2$ case, where the errors
are $0.43 \times 10^{-3}$ and $0.61 \times 10^{-3}$ respectively. These results give us some general guidelines on the
selection of the controller order, which can be based on which weights of the PI operator possesses
the largest amplitude.

![Figure 4.5: Mean tracking errors for various controllers and play radii. Note that the controller
gains and structure is unchanged by altering the play radius.](image)

Furthermore, we can use the equations (4.19) and (4.20) to achieve an estimation for precisely
how much effect the compensation of each harmonic will have in the closed-loop system. Consider
a system (4.30) with $\theta W_r[u_d;W(0)](t)$ replaced by a fictitious external disturbance $\alpha(t)$. Let $\phi(s)$
be the transfer function from $\alpha(t)$ to the tracking error $e(t) = y_r - Cx$, which can be calculated
from the state space form of (4.30) [60]. We can then estimate the effect of $\theta W_r[u_d;W(0)](t)$ on
the tracking error through the formula $\theta c_i |\phi(j2\pi)|$, which gives the amplitude of the $i$th harmonic
within $e(t)$ for a given controller defining $\phi(s)$. This formula would be exact, if the play operator
was driven by an open loop sinusoid of amplitude $A$, instead of $u_d(t)$. However, since the play operator is within the loop, we can expect some error in the estimation.

It is important to note that the weight $\theta$ used in these tests is fairly small, with a value of 0.1. Recall that the expressions (4.19) and (4.20) for the Fourier coefficients used in the above simulations were derived under the assumption that the input to the play operator was a pure sinusoidal signal. By having a small $\theta$, the resulting harmonics added to the system by the play operator are fairly small, and thus $u_d$ is fairly close to an ideal pure sinusoid.

Table 4.1: Proposed algorithm’s estimations of harmonic amplitude compared with actual values from closed-loop system (4.30). Setup column gives value for play radius used and the harmonic being estimated.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Predicted</th>
<th>Actual</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3rd, $r = A/2$</td>
<td>$\theta c_3</td>
<td>\phi(j6\pi)</td>
<td>= 6.77 \times 10^{-3}$</td>
</tr>
<tr>
<td>3rd, $r = A/4$</td>
<td>$\theta c_3</td>
<td>\phi(j6\pi)</td>
<td>= 5.08 \times 10^{-3}$</td>
</tr>
<tr>
<td>5th, $r = A/2$</td>
<td>$\theta c_5</td>
<td>\phi(j10\pi)</td>
<td>= 1.68 \times 10^{-3}$</td>
</tr>
<tr>
<td>5th, $r = A/4$</td>
<td>$\theta c_5</td>
<td>\phi(j10\pi)</td>
<td>= 1.29 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 4.1 compares the estimated harmonic values with the actual values, which are calculated from the simulation tracking error using the Fast Fourier Transform (FFT) function of MATLAB. Four calculations are presented, in which the harmonic being estimated is varied between the 3rd and 5th harmonics and the play radius changed between $r = a/2$ to $r = a/4$. The controller is also changed, compensating the first harmonic when the third harmonic is estimated, and compensating the first and third when the fifth harmonic is estimated. The percent error is calculated using the standard formula: $(\text{Predicted} - \text{Actual})/\text{Predicted}$. The proposed algorithm is capable of generating a fairly accurate estimation of the amplitude of the harmonics, with the highest error being only 6.5%. This is made more impressive by the fact that there are no other useful tools for such a design problem.
Chapter 5

A Nonlinear Adaptive Servocompensator

5.1 Introduction

In Chapter 3, we demonstrated the effectiveness of servocompensators for solving tracking problems in systems with hysteresis. The design procedure for a servocompensator requires precise knowledge of the reference frequency’s internal model to be known \textit{a priori}. However, such detailed knowledge of the reference is not available in advance for many applications. In addition, the controller parameters of the servocompensator must be changed each time the internal model of the reference changes.

Motivated by this, we investigate the use of an adaptive servocompensator, presented in [68], to solve the nanopositioning tracking problem when the frequency is unknown. We will make use of hysteresis inversion to improve the compensator’s performance. A high gain stabilizing controller provides robustness to varying loading conditions and other uncertainties in the plant dynamics. We use parameter projection to robustify the method of [68] against a bounded input disturbance. Then, we use similar arguments to that in Chapter 3 to show that, with a well-designed hysteresis inversion, the remaining effect of hysteresis in the steady state can be treated as a periodic exogenous disturbance. This, coupled with the robustness of our adaptive law, permits us to argue that the tracking error is bounded, and its steady state value is related to the size of the exogenous disturbance left over after inversion. We also extend the control method of [68] to accept cases of partially known exosystems.
We confirm our theoretical analysis by experimentation on a commercial nanopositioning stage. The performance of the proposed controller is compared to an iterative learning control algorithm [38]. Average tracking error is under 1.8% at 200 Hz for an actuation range of 60% of the stage limit. Tracking results for sawtooth signals are also presented. Since transient behavior is important in practical applications, adaptation convergence speeds are also tested. Adaptation parameters settle within 2 s in response to changes in the reference signal from 75 to 50 to 100 Hz. The controller is shown to be robust to loading conditions from 0 – 20% of maximum load. However, we will also observe that this controller cannot make use of the principles of the MHSC, which motivates us to consider a novel solution for this problem.

5.2 Robust Adaptive Servocompensator Design

5.2.1 System Equations and Error System

Following [68], we consider systems transformable into the normal form,

\[
\begin{align*}
\dot{z}(t) &= f_0(z(t), x_1(t), w(t)) \\
x_1(t) &= x_2(t) \\
\vdots \\
x_r(t) &= f_r(z(t), x_1(t), \cdots, x_r(t), w(t)) + bu(t) \\
y(t) &= x_1(t)
\end{align*}
\]  

(5.1)

where \( x \in \mathbb{R}^r \) and \( z \in \mathbb{R}^p \). The functions \( f_0 \) and \( f_r \) are unknown but smooth, with \( f_0(0, 0, 0) = 0, f_r(0, 0, \cdots, 0, 0) = 0 \). The constant \( b \) is assumed to be positive and bounded. The vector \( w \in \mathbb{R}^\Psi \)
is generated by a neutrally stable, linear time-invariant exosystem,

\[ \dot{w}(t) = S(\sigma)w(t) \]  (5.2)

The matrix \( S(\sigma) \) is in general unknown, depending on the unknown parameters \( \sigma \in \mathbb{R}^\Sigma \).

**Assumption 6** The parameter \( \sigma \) is confined to a known compact set \( \kappa_\sigma \), which subsequently confines \( S(\sigma) \) to a known compact set \( \kappa_w \).

The tracking error is given by

\[ e(t) = x_1(t) - q(w(t)) \]  (5.3)

where \( q(w) \) is the reference signal to be tracked. The objective of our control design is to minimize the tracking error \( e \). It should be noted that it is common for the exosystem to be partially known. For example, many reference trajectories will contain a constant bias term. The differences between the partially known case and the fully unknown case will be pointed out at the end of our analysis. Following [57], we make the following assumption to ensure that the tracking problem is well-posed.

**Assumption 7** For every \( S \in \kappa_w \), there exists a globally defined solution \( \zeta_\sigma(w) \) to the equation

\[ \frac{\partial \zeta_\sigma(w)}{\partial w} Sw = f_0(\zeta_\sigma(w), q(w), w) \]  (5.4)

This assumption and the triangular structure of (5.1) ensure the existence of a unique, globally defined solution \( (z, x, u) = (\zeta_\sigma(w), \vartheta_\sigma(w), c_\sigma(w)) \) to the system (5.1), given by
\[\vartheta_\sigma(w(t)) = \begin{pmatrix} q(w(t)) \\ L_{S(\sigma)w}q(w(t)) \\ \vdots \\ L_{S(\sigma)w}^{j-1}q(w(t)) \end{pmatrix}\]

\[c_\sigma(w(t)) = \frac{1}{b} [L_{S(\sigma)w}^j q(w(t)) - f_r(\xi_\sigma(w(t)), \vartheta_\sigma(w(t)), w(t))]\]

where \(L^j_\rho g(\cdot)\) represents the \(j\)th Lie derivative \([64]\) of \(g(\cdot)\) with respect to \(\rho\).

**Assumption 8** There exists a \(j \in \mathbb{N}, j \geq \Psi\) and a vector of real numbers \([a_0(\sigma), a_1(\sigma), \ldots, a_{j-1}(\sigma)]\) such that the identity

\[L_{S(\sigma)w}^j c_\sigma(w(t)) = a_0(\sigma)c_\sigma(w(t)) + a_1(\sigma)L_{S(\sigma)w}c_\sigma(w(t)) + \cdots + a_{j-1}(\sigma)L_{S(\sigma)w}^{j-1}c_\sigma(w(t))\]

holds for all \((w, \sigma) \in \mathbb{R}^{\Psi \times \Sigma}\).

Assumption 8 is required to ensure that the necessary control \(c_\sigma(w)\) can be generated by our internal model controller. Specifically, this implies that there exists a mapping

\[\tau_\sigma(w(t)) = \begin{pmatrix} c_\sigma(w(t)) \\ L_{S(\sigma)w}c_\sigma(w(t)) \\ \vdots \\ L_{S(\sigma)w}^{j-1}c_\sigma(w(t)) \end{pmatrix}\]
which satisfies

\[ L(\sigma)w_{\tau}(w(t)) = \Phi(\sigma)\tau_{\sigma}(w(t)) \]

\[ c_{\sigma}(w(t)) = \Gamma\tau_{\sigma}(w(t)) \quad (5.5) \]

Here \( \Phi(\sigma) \in \mathbb{R}^{i \times j}, \Gamma \in \mathbb{R}^{1 \times j} \) and \( (\Phi_{\sigma}, \Gamma_{\sigma}) \) is an observable canonical form whose characteristic equation is solved by the vector \([1, -a_{j-1}(\sigma), \cdots, -a_1(\sigma), -a_0(\sigma)]\). Furthermore, the spectrum of \( \Phi(\sigma) \) contains all the distinct eigenvalues of the exosystem (5.2), and those of any harmonics of the exosystem generated by the system (5.1). Because of this, we will refer to the pair \( (\Phi(\sigma), \Gamma) \) as the extended exosystem. The above functions \((\zeta_{\sigma}(w), \vartheta_{\sigma}(w), c_{\sigma}(w), \tau_{\sigma}(w))\) represent the states of the plant, control signal, and extended exosystem on a zero error manifold. Using these functions we will now form the error system, which will be used in our analysis and controller design. The global change of coordinates

\[ \tilde{z}(t) = z(t) - \zeta_{\sigma}(w(t)), \tilde{x}(t) = x - \vartheta_{\sigma}(w(t)) \quad (5.6) \]

places (5.1) into the error system form

\[ \dot{\tilde{z}}(t) = \tilde{f}_0(\tilde{z}(t), \tilde{x}_1(t), w(t), \sigma) \]

\[ \dot{\tilde{x}}_1(t) = \tilde{x}_2(t) \]

\[ \cdots \]

\[ \dot{\tilde{x}}_r(t) = \tilde{f}_r(\tilde{z}(t), \tilde{x}_1(t), \cdots, \tilde{x}_r(t), w(t), \sigma) + b[u(t) - c_{\sigma}(w(t))] \]

\[ e(t) = \tilde{x}_1(t) \quad (5.7) \]
Assumption 9 The zero dynamics of the system (5.7),

\[
\dot{z}(t) = \tilde{f}_0(z(t), 0, w(t), \sigma)
\]

are exponentially stable, with Lyapunov function \(V_1 = z^T P_a z\), where \(P_a\) is positive definite.

As a final preliminary, we will make another change of coordinates

\[
\theta(t) = \tilde{x}_r(t) + k^r b_0 \tilde{x}_1(t) + k^{r-1} b_1 \tilde{x}_2(t) + \cdots + k b_{r-2} \tilde{x}_{r-1}(t) \tag{5.8}
\]

where \(k > 0\) is a constant design constant, and the polynomial \(\lambda^{r-1} + b_{r-2} \lambda^{r-2} + \cdots + b_1 \lambda + b_0\) is Hurwitz. \(\theta\) represents a modified tracking error we will use in our control design. This allows us to place the system in the form,

\[
\begin{align*}
\dot{\tilde{z}}_a(t) & = F_a(\tilde{z}_a(t), w(t), \sigma, k) + G_a \theta(t) \tag{5.9} \\
\dot{\theta}(t) & = \phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k) + b[u - c_1 \sigma(w(t))] \tag{5.10}
\end{align*}
\]

where

\[
\begin{align*}
\tilde{z}_a(t) & = [\tilde{z}(t), \tilde{x}_1(t), \cdots, \tilde{x}_{r-1}(t)]' \\
F_a(\tilde{z}_a(t), w(t), \sigma, k) & = \\
G_a & = (0, \cdots, 0, 1)'
\end{align*}
\]
\[ \phi(z_a(t), \theta(t), w(t), \sigma, k) = \tilde{f}_r(z(t), \tilde{x}_1(t), \ldots, \tilde{x}_r(t), w(t), \sigma) + k^r b_0 \tilde{x}_2(t) + k^{r-1} b_1 \tilde{x}_3(t) + \cdots + k b_{r-2} \tilde{x}_r(t) \]

with \( \tilde{x}_r \) replaced by \( \theta - k^r b_0 \tilde{x}_1 - k^{r-1} b_1 \tilde{x}_2 - \cdots - k b_{r-2} \tilde{x}_{r-1} \).

### 5.2.2 Controller Design

Our control signal \( u(t) \) is composed of two components. First, we use a stabilizing controller, \( u_{st} = -K \theta, K > 0 \), which will make an invariant manifold of the system globally attractive. Then we will use an internal model controller to ensure that on the invariant manifold the tracking error is zero (in the absence of disturbances). In preparation for adaptation, we design our internal model in the canonical form [69]

\[ \dot{\xi}(t) = (F + G \psi \sigma) \xi(t) \] (5.11)

where \( \xi \in \mathbb{R}^j \) and the pair \( (F, G) \) is controllable, with \( F \) Hurwitz. \( \psi \sigma \in \mathbb{R}^{1 \times j} \) defines a state feedback that sends the eigenvalues of \( (F + G \psi \sigma) \) to the eigenvalues of the extended exosystem (5.5). The work of [69] ensures that the Sylvester equation,

\[ M_\sigma \Phi(\sigma) - F M_\sigma = G \Gamma \] (5.12)

has a unique, nontrivial solution \( M_\sigma \). We can now define the vector \( \psi \sigma \) from the expression \( M_\sigma \Phi(\sigma)M_\sigma^{-1} = F + G \psi \sigma \), implying \( \psi \sigma = \Gamma M_\sigma^{-1} \). The implemented internal model controller
is driven by the error term $\theta$, 

$$\dot{\xi}(t) = (F + G\psi)\xi(t) + N\theta(t)$$

$$u_{im}(t) = \psi_\sigma \xi(t)$$

(5.13)

where the vector $N$ will be defined momentarily. The composite control $u(t)$ is then 

$$u(t) = u_{st}(t) + u_{im}(t) = -K\theta(t) + \psi_\sigma \xi(t)$$

(5.14)

We now can see that the extended exosystem (5.5) is immersed into the internal model controller (5.11), with an immersion map defined as

$$\bar{\tau}_\sigma(w) = M_\sigma \tau_\sigma(w)$$

(5.15)

satisfying the relations,

$$\frac{\partial \bar{\tau}_\sigma}{\partial w} S(\sigma)w = M_\sigma \Phi M_\sigma^{-1} \bar{\tau}_\sigma(w)$$

$$c_\sigma(w) = \Gamma \tau_\sigma(w)$$

$$= \psi_\sigma \bar{\tau}_\sigma(w)$$

The vector $N$ will be designed to render a kind of error coordinate,

$$\xi(t) \rightarrow \chi(t) = \xi(t) - \bar{\tau}_\sigma(w(t)) - \frac{1}{b} G\theta(t)$$

independent of the stabilizing gain $K$. As discussed in [68], the term $\xi - \bar{\tau}_\sigma$ represents the error
between the current states of the internal model controller and desired states of the controller on the zero error manifold. Including the term $-\frac{1}{b}\theta$ simplifies the resulting equation for $\chi$, which is

$$\dot{\chi}(t) = F\chi(t) + \frac{1}{b}[FG\theta(t) - G\phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k)]$$ \hspace{1cm} (5.16)$$

We can now simplify our analysis by rendering this equation independent of $K$ by setting $N = -KG$. This allows us to represent the closed loop system as (see [68] for details),

$$\dot{\chi}(t) = F\chi(t) + \frac{1}{b}[FG\theta(t) - G\phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k)]$$ \hspace{1cm} (5.17)$$

$$\dot{\tilde{z}}_a(t) = F_a(\tilde{z}_a(t), w(t), \sigma, k) + G_a\theta(t)$$ \hspace{1cm} (5.18)$$

$$\dot{\theta}(t) = \phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k) + b\psi_{\sigma}\chi(t) + (\psi_{\sigma}G - bK)\theta(t)$$ \hspace{1cm} (5.19)$$

### 5.2.3 Robust Adaptive Law

We now consider the case where the internal model of the exosystem (5.2) is unknown. An adaptive law is proposed for the vector $\psi_{\sigma}$, which we will robustify to matched disturbances via parameter projection and show that the tracking error will be bounded. Replacing $\psi_{\sigma}$ by $\tilde{\psi}_{\sigma}$ and setting $\tilde{\psi} = (\tilde{\psi}_{\sigma} - \psi_{\sigma})$, equations (5.17) - (5.19) become

$$\dot{\chi}(t) = F\chi(t) + \frac{1}{b}[FG\theta(t) - G\phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k)]$$ \hspace{1cm} (5.20)$$

$$\dot{\tilde{z}}_a(t) = F_a(\tilde{z}_a(t), w(t), \sigma, k) + G_a\theta(t)$$ \hspace{1cm} (5.21)$$

$$\dot{\theta}(t) = \phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k) + b\psi_{\sigma}\chi(t) + (\psi_{\sigma}G - bK)\theta(t)$$

$$+ b\tilde{\psi}\xi(t)$$ \hspace{1cm} (5.22)$$
The adaptive law takes the form

$$\dot{\tilde{\psi}}(t) = \varphi(\xi(t), \theta(t))$$  \hspace{1cm} (5.23)$$

where we will use a Lyapunov argument to define $\varphi(\xi, \theta)$. The system (5.20)-(5.23) will be referred to as our nominal system. We will now seek a Lyapunov function for the closed-loop system. First, consider the case where $\psi_\sigma$ is known, and no adaptation is needed. Next, define $P$ from the Lyapunov equation $PF + F'P = -I$, where $I$ denotes an appropriately dimensioned identity matrix. It can now be shown, assuming a high enough gain $K$ and high enough $\kappa$, the derivative of the function

$$W(\chi, \tilde{z}_a, \theta) = \chi'(t)P\chi(t) + \kappa\tilde{z}_a'(t)P\tilde{z}_a(t) + \frac{1}{2}\theta^2(t)$$  \hspace{1cm} (5.24)$$
satisfies the expression $\dot{W} \leq -\lambda \| (\chi, \tilde{z}_a, \theta) \|^2$, where $\lambda$ is positive. Throughout the paper, $\| \cdot \|$ denotes the Euclidean norm. This implies that $(\chi, \tilde{z}_a, \theta) = (0, 0, 0)$ is exponentially stable.

Now, consider the closed loop system (5.20)-(5.23). We modify $W$ to be

$$\bar{W}(\chi, \tilde{z}_a, \theta, \tilde{\psi}) = W(\chi, \tilde{z}_a, \theta) + b\tilde{\psi}'(t)\gamma^{-1}\tilde{\psi}(t), \gamma > 0$$  \hspace{1cm} (5.25)$$

Taking the time derivative of $\bar{W}$ yields

$$\dot{\bar{W}} \leq -\lambda \| (\chi, \tilde{z}_a, \theta) \| + b\tilde{\psi}'(t)\left[ \theta(t)\xi(t) + \gamma^{-1}\varphi(\xi(t), \theta(t), \tilde{\psi}(t)) \right]$$  \hspace{1cm} (5.26)$$
We now can define the adaptive law by letting

$$
\phi(\xi, \theta, \psi) = -\gamma \theta(t) \xi(t)
$$

(5.27)

where $\gamma > 0$ is the adaptation gain. This implies that the vector $\psi$ converges to some $\psi^*$, and that the tracking error $e(t) \to 0$ as $t \to \infty$.

**Remark 4** If the vector $\xi$ can be shown to satisfy a persistent excitation condition [43], in addition to the error convergence, it can be shown that $\psi \to 0$ as $t \to \infty$.

Now, we will allow a matched disturbance $\alpha$ to be added to the system. This changes the closed-loop system into

$$
\dot{\chi}(t) = F \chi(t) + 1/b [FG\theta(t) - G\phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k)] - G\alpha(t)
$$

(5.28)

$$
\dot{\tilde{z}}_a(t) = F_a(\tilde{z}_a(t), w(t), \sigma, k) + G_a \theta(t)
$$

(5.29)

$$
\dot{\theta}(t) = \phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k) + b\psi_\sigma \chi(t) + (\psi_\sigma G - bK) \theta(t)
$$

$$
+ b \tilde{\psi} \xi(t) + b \alpha(t)
$$

(5.30)

$$
\dot{\psi}(t) = -\gamma \theta(t) \xi(t)
$$

(5.31)

To robustify the adaptive law, we will use parameter projection to constrain the estimate $\psi_\sigma$ to a convex, compact set. This will allow us to deal with the extra terms resulting from the disturbance $\alpha$ that will appear in (5.26). Our analysis here is adapted from the work in [70].

**Assumption 10** The initial conditions of (5.20)-(5.23), given as $(\chi(0), \tilde{z}_a(0), \theta(0))$, belong to a known compact set $\{X_0, \tilde{Z}_0, \Theta_0\}$

Because we have assumed $S \in \kappa_\sigma$, there exists some set $\Omega$ such that $\psi_\sigma \in \Omega$. We can then
constrain our estimation \( \hat{\psi}_\sigma \) to a convex, compact set \( \Omega_\delta \supset \Omega \). Let 
\[
(c_1 = \max(W(\chi, \tilde{z}_a, \theta)), \quad \chi, \tilde{z}_a, \theta) \in \{X_0, \tilde{Z}_0, \Theta_0\},
\]
and
\[
(c_2 = \max_{\psi_\sigma \in \Omega, \hat{\psi}_\sigma \in \Omega_\delta \lambda_2(\hat{\psi}_\sigma - \psi_\sigma)^T \gamma^{-1}(\hat{\psi}_\sigma - \psi_\sigma)) \quad (5.32)
\]
Let \( c_3 > c_1 + c_2 \), which we use to define the set \( E \triangleq \{(\chi, \tilde{z}_a, \theta) : W(\chi, \tilde{z}_a, \theta) < c_3\} \). We now aim to show that trajectories starting in the set \( E \) stay in this set \( \forall t > 0 \). Let \( d = \max\|\alpha(t)\| \). The derivative of \( W \) can be written as
\[
\dot{W} \leq -\lambda \| (\chi, \tilde{z}_a, \theta) \|^2 + b(t) \theta d + \chi(t) d \quad (5.33)
\]
Finally, we define the constant
\[
k_1 \triangleq \max_{(\theta, \chi) \in E} (b \theta + \chi) \quad (5.34)
\]
We can now show that there exists a constant \( \nu \) such that
\[
\dot{W} \leq -\nu W + k_1 d + c_2 \quad (5.35)
\]
We can now see that there exists a \( d^* \) such that for any \( d < d^* \triangleq \nu(-c_2 + c_3)/k_1, \dot{W} < 0 \) on \( \{\bar{W} = c_3 : \hat{\psi}_\sigma \in \Omega_\delta\} \). Thus the set \( \{\bar{W} \leq c_3 : \hat{\psi}_\sigma \in \Omega_\delta\} \) is positively invariant for all \( d < d^* \). This implies that the trajectories are trapped inside the set \( E \cap \Omega_\delta \), which implies that all states are bounded. Also, from (5.35) we can see that the tracking error is on the order \( O(d + 1/|\gamma|) \).

Remark 5 If \( \gamma \) is replaced by a matrix \( Y \), the above theory also holds, with tracking error on the order \( O(d + 1/|\lambda_{\text{min}}(Y)|) \), where \( \lambda_{\text{min}}(\cdot) \) denotes the minimum eigenvalue.
5.2.4 Partially Known Exosystem

We will briefly consider the case where the exosystem is partially known. To handle this, we will split (5.13) into two subsystems, related to the known and unknown portions of the exosystem.

The subsystems form the internal model controller

\[
\begin{bmatrix}
\xi_0(t) \\
\xi_1(t)
\end{bmatrix} = \begin{bmatrix}
F_0 + G_0 \psi_0 & 0 \\
0 & F_1 + G_1 \psi_1
\end{bmatrix} \begin{bmatrix}
\xi_0(t) \\
\xi_1(t)
\end{bmatrix} + \begin{bmatrix}
N_0 \\
N_1
\end{bmatrix} \theta(t)
\]

(5.36)

\[u_{im}(t) = \psi_0 \xi_0(t) + \psi_1 \xi_1(t)
\]

(5.37)

The eigenvalues of \(F_0 + G_0 \psi_0\) consist of the known portion of the exosystem (5.2). The existence of \((\psi_0, \psi_1)\) can be shown by partitioning the matrix \(\Psi(\sigma)\) into known and unknown portions, and then applying the results of [69] to each portion. To simplify our notation, we define

\[F^* \triangleq \begin{bmatrix}
F_0 & 0 \\
0 & F_1
\end{bmatrix},
G^* \triangleq \begin{bmatrix}
G_0 & 0 \\
0 & G_1
\end{bmatrix},
N^* \triangleq \begin{bmatrix}
N_0 & 0 \\
0 & N_1
\end{bmatrix}
\]

We now determine the vectors \(N_0\) and \(N_1\) using equation (5.16), which becomes

\[
\begin{bmatrix}
\dot{\chi}_0(t) \\
\dot{\chi}_1(t)
\end{bmatrix} = F^* \chi(t) + \left(\frac{1}{b} F^* G^* + N^* + G^* K\right) \theta(t) - \frac{1}{b} G^* \phi(\bar{z}_a(t), \theta(t), w(t), \sigma, k)
\]

(5.38)

In order to make the above equation independent of \(K\), we can set \(N_0 = G_0 \theta, N_1 = G_1 \theta\). We then design the adaptive law in the same way with \(\psi \triangleq (\psi_0, \psi_1)\), and use the same Lyapunov functions to show stability and parameter convergence. However, we assume that the value of \(\psi_0\) is known in advance. Thus, (5.26) will be independent of \(\psi_0\) and \(\chi_0\), and the adaptation law will only need to effect \(\psi_1\). For the remainder of our analysis, we will assume that the exosystem is completely
5.3 Analysis of Closed-Loop System including Hysteresis

Having established robustness to disturbances outside those generated by the exosystem (5.2), we will now consider the scenario where the input to the system (5.1) is the output of a hysteresis operator. We now include the hysteresis operator (2.3) into our description of the closed-loop system. After using (2.3) and (2.12) together with (5.20) to (5.23) and (5.27), the complete closed-loop system becomes

\[
\dot{\chi}(t) = F\chi(t) + \frac{1}{b_c}[FG\theta(t) - G\phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k)]
- G\tilde{\theta}_h W(t) \tag{5.39}
\]

\[
\dot{\tilde{z}}_a(t) = F_a(\tilde{z}_a(t), w(t), \sigma, k) + G_a \theta(t) \tag{5.40}
\]

\[
\dot{\theta}(t) = \phi(\tilde{z}_a(t), \theta(t), w(t), \sigma, k) + b\psi(\chi(t) + (\psi \sigma G - b_c K) \theta(t)
+ b_c \psi(\tilde{z}_a(t), w(t), \sigma, k) + b\tilde{\theta}_h W(t) \tag{5.41}
\]

\[
\dot{\psi}(t) = -\Gamma \theta(t) \zeta(t) \tag{5.42}
\]

\[
W(t) = \mathcal{W}[u_d; W(0)](t) \triangleq \mathcal{P} \circ \tilde{\Gamma}^{-1}[u_d; W(0)](t) \tag{5.43}
\]

Note that the above system without hysteresis is identical to the system discussed in [68]. Since that system was shown to admit an asymptotically stable periodic solution, the above system fits into the class of systems discussed in [63]. We can now use this work to show that there is an asymptotically stable periodic solution to the system (5.39) - (5.43), and that this solution is close to the original solution assuming that the inversion error \( \tilde{\theta}_h ' W \) is small. This argument follows identically to that presented in Chapter 3, and allows us to prove the existence of an asymptotically stable periodic solution.
stable periodic solution.

5.4 Experimental Results

We will now test the performance of our method via experimentation on our commercial nanopositioning stage shown in Fig. 3.3. Due to the increased complexity of this controller, we were required to reduce the order of the system model considered to a second order linear system, placed in the normal form,

\[
\dot{x}(t) = \begin{bmatrix}
0 & 1 \\
-1.795 \times 10^8 & -5696.88
\end{bmatrix} x(t) + \begin{bmatrix}
0 \\
1.063 \times 10^9
\end{bmatrix} u(t)
\]

\[
y(t) = [1, 0] x(t)
\]

Even doing this, the sampling rate of the system was reduced to 10 kHz, as opposed to the 20 kHz rate used in Chapter 3. Since the positioner can be faithfully modeled without zero dynamics, the error system state \( \tilde{x} \) is defined in the usual way as \( \tilde{x}_1 = x_2 - y_r(t), \tilde{x}_2 = x_2 - \dot{y}_r(t) \), where \( y_r(t) \) is the reference trajectory. The modified error term (5.8) is chosen as \( \theta \triangleq \tilde{x}_1 + \tilde{x}_2 \). This makes \( \tilde{z}_a = \tilde{x}_1 \) and \( \phi(\tilde{z}_a, \theta, w, p, k) = -1.795 \times 10^8 \tilde{x}_1 - 5696.88(\theta - \tilde{x}_1) + \theta - \tilde{x}_1 \). Since all reference trajectories included a bias term, an integral type controller was included into the design scheme in accordance with the results of Section 5.3. The controller’s design parameters were chosen as

\[
F_0 = -200, \ G_0 = 200, \ \psi_0 = 1
\]
The vector \( \psi = (\psi(1), \psi(2)) \) will be our adaptation state, and it is constrained to the convex set

\[
\Omega_\delta = \{-200 \leq \psi(i) \leq 200, \ i = 1, 2\}
\]

Note that the above design implies that the servocompensator accommodates a single harmonic only. To facilitate the state feedback design of the above controller, a high gain observer was used to estimate the error states, and thus \( \theta \). This observer is linear, and its implementation is described in [68].

There are three features of our control method that we will test with our experiments. First, we will investigate the raw tracking performance for sinusoid and sawtooth reference signals, and compare our results to the iterative control algorithm of [38]. The two relative error metrics we use for comparison are the mean tracking error, computed by taking the mean of \( |e(t)| \) over one period of the reference, and peak tracking error, \( \max |e(t)| \), once the system has reached steady state. Errors are presented as percentages of the reference amplitude, except in the figures where the actual error in \( \mu \text{m} \) is shown. Second, we examine the adaptation performance for changing reference signals. Finally, we show robustness of the method to changing loading conditions by adding a weight to the stage.

Table 5.1 shows the tracking performance for both the adaptive servocompensator (ASC) and iterative learning control (ILC), which was implemented using the model above. For this study, all reference signals had an amplitude of 20 \( \mu \text{m} \) and bias of 25 \( \mu \text{m} \). Two samples of the error
Figure 5.1: Tracking error for a 50 Hz reference signal, with two periods shown. Tracking range is ± 20 μm.

Figure 5.2: Tracking error for a 200 Hz reference signal with four periods shown. Tracking range is ± 20 μm.
signals from the ASC are shown in Figures 5.1 and 5.2. For sinusoids, the performance of the two controllers is comparable. However, the ASC design has several other practical advantages over ILC. ILC algorithms typically require very accurate plant models to ensure convergence, whereas the ASC requires only limited plant knowledge to select the stabilizing gain $K$. The reference signal can be changed online for the ASC, and after only a short transient the error converges to its steady state value in Table 5.1. Changing the control signal in ILC even slightly requires rerunning the entire learning algorithm. Also, ILC algorithms are difficult to implement on standard control hardware. ILC is well suited to tracking a large bandwidth signal like a sawtooth, so its lead in this test is expected.

Table 5.1: Tracking error in percent of reference amplitude for adaptive servocompensator (ASC) and iterative learning (ILC) controllers

<table>
<thead>
<tr>
<th></th>
<th>ASC</th>
<th>ILC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Error</td>
<td>Peak Error</td>
</tr>
<tr>
<td>Sine, 5 Hz</td>
<td>0.051%</td>
<td>0.31%</td>
</tr>
<tr>
<td>Sine, 25 Hz</td>
<td>0.3405%</td>
<td>0.925%</td>
</tr>
<tr>
<td>Sine, 50 Hz</td>
<td>0.6555%</td>
<td>1.599%</td>
</tr>
<tr>
<td>Sine, 100 Hz</td>
<td>1.242%</td>
<td>2.96%</td>
</tr>
<tr>
<td>Sine, 200 Hz</td>
<td>1.713%</td>
<td>3.75%</td>
</tr>
<tr>
<td>Sawtooth, 5Hz</td>
<td>0.3285%</td>
<td>2.423%</td>
</tr>
</tbody>
</table>

Next, we test the convergence speed of the adaptive law. Figures 5.3 and 5.4 show the convergence of the tracking error and the parameter $\psi(1)$. The parameter $\psi(2)$ had the same value for each reference signal due to the structure of the pair $(F,G)$, so its plot was omitted from the presentation. Note, however, that this parameter was still subject to adaptation, and was not assumed to be known. Also, due to some extra data recording that was needed in this experiment, the sampling frequency was lowered from 10 kHz to 9 kHz. This caused the tracking error for the 100 Hz case to increase as compared to the values in Table 5.1. At $t = 1$s, the controller is turned on and tracks a reference signal of $20 \sin(2\pi 75 \ t) + 25 \ \mu m$. At $t = 15$s, the reference switches to 10
\[
\sin(2\pi 50 t) + 30 \, \mu m. \text{ Finally, at } t = 35s, \text{ the reference switches to } 20 \sin(2\pi 100 t) + 25 \, \mu m.
\]

For each reference signal, the parameter error \( \tilde{\psi} \) settled to near zero in under two seconds. Tracking error convergence was slightly longer; however this was primarily due to the integral controller portion not responding quickly. Also note that the initial condition of \( \psi(1) \) was not close to the final value, confirming the global convergence of the adaptive algorithm. One feature we noted in our experiments is that the adaptive law’s convergence speed is dependent on the frequency of the reference. For a slower signal, convergence speeds go down, and the adaptive law takes longer to converge. There are many possible reasons for this, but the most probable is that the integral controller is able to reduce the tracking error at low frequencies to a very small signal. Since the adaptation is driven by the modified tracking error \( \theta \), this would result in slower convergence.

Finally, we examine the robustness of our controller to loading conditions. We loaded our actuator with 20 g, 40 g, and 100 g, then ran the system with a reference of \( 20 \sin(2\pi 10t) + 25\mu m. \) The results are presented in Table 5.2. The tracking error was near identical for each load, even in the 100 g case. Note that this corresponds to a change from 0% to 20% of the maximum load allowed for the nanopositioner.

<table>
<thead>
<tr>
<th>Loading Condition</th>
<th>Mean Error</th>
<th>Peak Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Load</td>
<td>0.0817%</td>
<td>0.34%</td>
</tr>
<tr>
<td>20g Load</td>
<td>0.0818%</td>
<td>0.34%</td>
</tr>
<tr>
<td>40g Load</td>
<td>0.0819%</td>
<td>0.35%</td>
</tr>
<tr>
<td>100g Load</td>
<td>0.0821%</td>
<td>0.35%</td>
</tr>
</tbody>
</table>
Figure 5.3: Tracking error under a changing reference signal.

Figure 5.4: Trajectory of $\psi(1)$ under a changing reference signal.
5.5 Shortcomings of the Nonlinear Adaptive Servocompensator in Nanopositioning Problems

The results presented in the previous section clearly indicate that the proposed nonlinear adaptive servocompensator can perform satisfactorily in nanopositioning applications. However, there are some clear drawbacks to the proposed method. In particular, the concept of the multi-harmonic servocompensator could not be applied to this adaptive servocompensator design. As we discussed in the experimental results of Section 5.4, the internal model controller (5.13) was limited to second order. Following the theoretical results of Section 5.3, we attempted to increase the order of this controller in order to compensate for the harmonics generated by hysteresis.

Fig. 5.5 presents the experimental results of this extension. The adaptation variables quickly entered a neighborhood of values that allowed the controller to compensate for the reference trajectory. After this transient, the adaptation variables began to slowly drift. After a lengthy period of slow drift, a series of peaking events, shown in Fig. 5.5, occurred in the adaptation variables. The peaking events in the adaptation variables resulted in a large undesirable transient in the behavior of the system associated with a loud screeching noise emitted by the nanopositioner, and the experiment was immediately terminated. In addition, the adaptation variables were not able to reach a point where any harmonics of the hysteresis could be compensated.

Following this failure, we conducted additional simulation tests on a system without hysteresis, using a small-amplitude sinusoidal matched disturbance possessing a different frequency than that of the reference. A similar phenomenon was observed in these tests. Therefore, we conclude that the peaking events observed in Fig. 5.5 were caused by the fact that the harmonics induced by hysteresis are relatively small. Indeed, the authors of [71] investigated a similar problem theoretically, and discovered that the signals to be compensated by the adaptive servocompensator were required
Figure 5.5: Experimental results for adaptive servocompensator implemented with four adaptation variables. $\psi(1)$ and $\psi(3)$ are shown in the top plot. Notice the peaking events in the adaptation variables near 30 and 42 s. The lower plot shows the tracking error during the second peaking event.

to be sufficiently large for the adaptation to succeed. Clearly, there is room for improvement in the design of adaptive servocompensators in systems with hysteresis.
Chapter 6

A Frequency Estimation-Based Indirect Adaptive Servocompensator

6.1 Introduction

In Chapter 5, we observed that because the harmonics created by hysteresis nonlinearities are fairly small when compared to the size of the reference trajectory, traditional nonlinear adaptive servocompensators are not ideal in systems with hysteresis. When sinusoidal or sawtooth waves (a.k.a. raster or triangular waves) are passed through a hysteresis operator, the output signal possesses a spectrum with frequency components at multiples of the reference frequency, a property which we discussed in detail in Chapter 4. If we can estimate the fundamental frequency of the reference signal, we can then use multiples of the estimated frequency to compensate for hysteresis according to the principles discussed in Chapter 3.

We therefore propose a frequency-estimation-based slow adaptation law to create an adaptive servocompensator, which we refer to in this dissertation as an indirect adaptive servocompensator, which is well suited to tracking problems like those found in systems with hysteresis. In this Chapter, we will refer to the fundamental frequency of a signal as simply the frequency of the signal. For example, when we refer to an unknown sawtooth signal as having one unknown frequency, we imply that the fundamental frequency of the signal is unknown. The design of this controller is based on a linear system, but we will show that the same design can be used in systems with
hysteresis as well. We will see that the stability proof of this proposed controller requires novel nonlinear analysis, based on a union of phase portrait techniques and linearization. We will also demonstrate that the proposed method can be extended to more general regulation problems, where there are more than one unknown frequencies present in the system.

Several related problems have been addressed in the literature. In particular, both Brown and Zhang [72] and Bodson and Douglas [73] utilize estimation of an unknown frequency and an internal model controller to reject an unknown disturbance. Lu and Brown extended the work of [72] to the case where the disturbance is an exponentially damped sinusoid [74]. Wang et al. dealt with this problem in a noisy discrete-time setting, where an additional adaptive controller was included to combat the noise and minimize the output variance [75]. However, each of these works focuses on the case where there is only one unknown frequency, and furthermore, do not analytically explore cases where harmonic inputs or disturbances are present.

We will investigate the performance and stability of the indirect adaptive servocompensator in a variety of situations. We will first address the case where there is one unknown frequency, and present a condition on the amplitude of the reference trajectory that will guarantee exponential stability and zero tracking error when harmonic disturbances are present. We will also prove exponential stability when there are two unknown frequencies and show local exponential stability in an $n$-frequency case. In our stability proof for two unknown frequencies, we will first show that the average system states enter a small region around the desired equilibrium points, and then use local stability of the equilibrium point to draw conclusions about the system behavior. We will then address the performance of the proposed controller in the presence of hysteresis. Finally, we will present our experimental results, which confirm the effectiveness of the proposed controller in nanopositioning applications. In particular, the proposed method outperformed Iterative Learning Control (ILC) [38] for sinusoidal signals at 5, 25, 50, 100 and 200 Hz, and was competitive with
ILC for a sawtooth signal of 5 Hz.

### 6.2 Problem Formulation and Controller Design

We will consider systems comprised of a linear plant $G_p(s)$, represented in state-space as

$$\dot{x}(t) = Ax(t) + B(u(t) + \alpha(t))$$

$$y(t) = Cx(t)$$ (6.1)

where $u(t)$ is the control signal, and $\alpha(t)$ is a matched disturbance. The control objective is to regulate the tracking error $e(t) = y_r(t) - y(t)$ to zero, where $y_r(t)$ denotes the reference signal to be tracked. We will deal with a variety of reference and disturbance signals in this paper, and the general form we consider is

$$y_r(t) = \sum_{k=1}^{m} R_{1k} \sin(\zeta_k \omega_1 t + \Phi_{1k})$$ (6.2)

$$\alpha(t) = \sum_{i=1}^{n} \sum_{k=1}^{m} r_{ik} \sin(\zeta_k \omega_i t + \phi_{ik})$$ (6.3)

where the frequencies $\omega_i$, phases $\Phi_{1k}$ and $\phi_{ik}$, and the amplitudes $R_{1i}$ and $r_{ik}$ are unknown. The constant vector $\zeta = [\zeta_1, \cdots, \zeta_m]'$ is assumed to be known a priori and is used in the control design. We assume that each $\zeta_k$ is a natural number, and that $\zeta_1 = 1$. Note that this class of reference signals also covers $T = 2\pi/\omega_1$-periodic waveforms approximated by a finite Fourier series. We will then focus on two special cases of (6.2) and (6.3). First, we consider a sinusoidal reference and a harmonic disturbance, which follows from the general setup by letting $n = 1$, $R_{1k} = 0$, $\forall k \neq 1$,
and $\Phi_{11} = 0$:

\[
y_r(t) = R_{11} \sin(\omega_1 t) \quad (6.4)
\]

\[
\alpha(t) = \sum_{k=1}^{m} r_{1j} \sin(\zeta_k \omega_k t + \phi_{1k}) \quad (6.5)
\]

This particular choice of reference and disturbance is motivated by applications such as nanopositioning [76], where at the steady state an input nonlinearity (e.g., hysteresis) introduces a matched disturbance with harmonics at multiples of the frequency of a sinusoidal reference [77]. The second special case of (6.2) and (6.3) we consider consists of a sinusoidal reference and sinusoidal disturbance with unknown and unrelated frequencies, i.e., $m = 1$, $n = 2$, $\Phi_{11} = 0$, and $r_{11} = 0$:

\[
y_r(t) = R_{11} \sin(\omega_1 t) \quad (6.6)
\]

\[
\alpha(t) = r_{21} \sin(\omega_2 t + \phi_{21}) \quad (6.7)
\]

This choice of reference and disturbance is indicative of a system perturbed by an external source, which is often considered in tracking problems [78]. The following assumption is typical in the servocompensator literature [53, 55, 57, 68, 69, 79].

**Assumption 11** The plant $G_p(s)$ has no zero at $j\zeta_k \omega_i$, $i = 1, \ldots, n$, $k = 1, \ldots, m$.

Fig. 6.1 illustrates the design of the controller. First, based on the internal model principle [53, 55], we design a servocompensator for the aforementioned system. We define the servocompensator $C^i(s)$, with state $\eta^i = [\eta^i_1, \eta^i_2, \ldots, \eta^i_{2m}]^t \in \mathbb{R}^{2m}$, input $e(t)$, and output $y^i_c \in \mathbb{R}$, as

\[
\dot{\eta}^i(t) = \bar{\mathbf{C}}^*(\sigma_i) \eta^i(t) + \bar{\mathbf{B}}^* e(t) \quad (6.8)
\]

\[
y^i_c(t) = k^i_\eta(\sigma_i) \eta^i(t) + D^i_c(\sigma_i) e(t)
\]
Figure 6.1: Block Diagram of the closed-loop system.

where

$$
\tilde{C}^*(\sigma_i) = \begin{bmatrix}
\zeta_1 C^*(\sigma_i) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
\cdots & 0 & \zeta_m C^*(\sigma_i)
\end{bmatrix},

\tilde{B}^* = \begin{bmatrix}
\kappa_1 B^* \\
\vdots \\
\kappa_m B^*
\end{bmatrix}
$$

$$
C^*(\sigma_i) = \begin{bmatrix}
0 & \sigma_i \\
-\sigma_i & 0
\end{bmatrix},

B^* = \begin{bmatrix}
0 \\
1
\end{bmatrix}
$$

$\sigma_i$ is the estimate of the frequency $\omega_i$, and $\kappa = [\kappa_1, \kappa_2, \cdots, \kappa_m]' \in \mathbb{R}^m$, $\kappa_i > 0 \forall i$, $k^i_\eta(\sigma_i) \in \mathbb{R}^{1 \times 2m}$, and $D^i_c(\sigma_i) \in \mathbb{R}$ are design parameters used to stabilize the system. In particular, we will select the design parameters $k^i_\eta(\sigma_i)$, $D^i_c(\sigma_i)$, and $\kappa$ such that each $C^i(s)$ behaves like a notch filter, similar to what was done in [80]. For example, if $n = m = 1$, then

$$
C^1(s) = \frac{s^2 + 2\zeta_c \zeta_1 \sigma_1 s + (\zeta_1 \sigma_1)^2}{s^2 + (\zeta_1 \sigma_1)^2}
$$

where $\zeta_c << 1$ is the notch parameter. This reduces the effect the compensator has on the overall phase margin of the system, which will allow us to stabilize the system over all possible frequency estimates. We have also left $\zeta_1$ in the above equations despite our assumption that it is equal to 1, in order to make the effect of $\zeta_j$ more clear when $n, m \neq 1$. We then utilize $n$ such servocompensators.
connected in parallel to realize the compensator $C(s)$ shown in Fig. 6.1. The $i$ superscript is used to denote which frequency estimate $C^i(s)$ uses. Note that if there is only one unknown frequency, $C(s) = C^1(s)$. To clarify the notation, we denote the combined state of the $n$ parallel servocompensators $C(s)$ as $\bar{\eta}$. We also denote the vectors of unknown frequencies and their estimates as $\omega = [\omega_1, \cdots, \omega_n]'$ and $\sigma = [\sigma_1, \cdots, \sigma_n]'$, respectively.

We will also require a stabilizing controller $D_p(s)$, given in the state-space as

\[
\dot{\xi}(t) = A_d \xi(t) + B_d \left( \sum_{i=1}^{n} y_c^i(t) \right)
\]

\[
u(t) = C_d \xi(t) + D_d \left( \sum_{i=1}^{n} y_c^i(t) \right)
\]

(6.9) (6.10)

The output of the stabilizing controller $D_p(s)$ is $\nu(t)$, the control signal to the plant (6.1). We will also define the state vector $\chi = [x, \bar{\eta}, \bar{\xi}]$ for later use. Since the frequencies are unknown, the vector $\sigma \in \mathbb{R}^n$ will be updated by an adaptation law, the goal of which is to drive the parameter error $\tilde{\sigma} = \sigma - \omega$ to zero. The estimation of the $i$th frequency $\sigma_i$ will be governed by the adaptation law,

\[
\dot{\sigma}_i = -\gamma_i \sigma_i(t) e(t) \eta_1^i(t)
\]

(6.11)

where $1 >> \gamma_i > 0$ is the adaptation gain, and $\eta_1^i$ represents the first component of the state vector $\eta^i$ of the servocompensator $C^i(s)$. The smallness of $\gamma_i$ is required to facilitate two-time-scale averaging analysis on the system, which will be discussed in Section 6.3. Furthermore, we will select the initial condition of $\sigma$ to be positive and bounded away from zero. The form of the adaptation law was originally derived from a formal gradient approach, then modified into that in (6.11) to guarantee stability. A very similar adaptation law was proposed by Brown and Zhang in [72].
6.3 Analysis of the Closed-Loop System

We shall analyze the closed-loop system using two-time-scale averaging theory [81, 82]. Two-time-scale averaging allows us to separate the analysis of the closed-loop system into the analysis of two separate subsystems, a fast or boundary-layer system, and a slow or average system. We first establish the stability of the boundary-layer system in Subsection 6.3.1. In the following subsections, we investigate the stability for the average system, and subsequently for the full closed-loop system, for different cases of the reference and disturbance input. Specifically, in Subsection 6.3.2 we prove local exponential stability for the general $n$-frequency case. In Subsections 6.3.3 and 6.3.4, we establish stronger, global exponential stability results for more specialized cases of one frequency (6.4)-(6.5), and two frequencies (6.6)-(6.7), respectively.

6.3.1 Stability of the Boundary-Layer System

First define the matrices

$$\tilde{\mathbf{C}}^*(\sigma) = \text{diag}(\tilde{\mathbf{C}}^*(\sigma_1), \tilde{\mathbf{C}}^*(\sigma_2), \cdots, \tilde{\mathbf{C}}^*(\sigma_n))$$

$$k_\eta(\sigma) = [k_\eta^1(\sigma_1)', k_\eta^2(\sigma_2)', \cdots, k_\eta^n(\sigma_n)']'$$

$$D_c(\sigma) = \sum_{i=1}^{n} D_c^i(\sigma_i)$$

and $\tilde{\mathbf{B}}^*$ as an $n$-high stack of vectors $\tilde{\mathbf{B}}^*$. We now define the boundary-layer system for the general closed-loop system (6.1)-(6.3), (6.8)-(6.11), by setting $\gamma_i = 0, \forall i = 1, 2, \cdots, n$ in (6.11). This freezes the value of $\sigma$ at $\sigma_{bl}$. Denoting the state variables of the boundary-layer system as
\( \chi_{bl} = [x_{bl}', \tilde{\eta}_{bl}', \xi_{bl}']' \), we write the closed-loop boundary-layer system as

\[
\dot{\chi}_{bl}(t) = f_{bl}(\chi_{bl}, \sigma_{bl}, t)
\]

\[
= \begin{bmatrix}
A - BD_d D_c(\sigma_{bl})C & BD_d k\eta(\sigma_{bl}) & BC_d \\
-\tilde{B}^*C & \tilde{C}^*(\sigma_{bl}) & 0 \\
-B_d D_c(\sigma_{bl})C & B_d k\eta(\sigma_{bl}) & A_d \\
\end{bmatrix} \chi_{bl} \\
+ \begin{bmatrix}
BD_d D_c(\sigma_{bl}) y_r(t) + B\alpha(t) \\
\tilde{B}^* y_r(t) \\
B_d D_c(\sigma_{bl}) y_r(t)
\end{bmatrix}
\]

(6.12)

Using frequency-domain techniques, we can use the stabilizing controller (6.9)-(6.10) to establish input-to-state stability (ISS) of the boundary-layer system. Recall that we have selected the output matrices of \( C(s) \) to guarantee that it behaves like a notch filter. Therefore, we can design \( D_p(s) \) to stabilize the transfer function

\[
H_p(s) = \frac{D_p(s) G_p(s)}{1 + D_p(s) G_p(s)}
\]

(6.13)

Using this controller structure, it can be shown that the system will be ISS-stable for a small enough \( \zeta_c \), provided the gain crossover frequency \( \omega_{gc} \) of \( H_p(s) \) is sufficiently far away from \( \sigma_{bl} \).

Note that since the boundary-layer system is linear, ISS implies that the closed-loop system states will converge to the steady-state trajectories exponentially fast for any periodic reference \( y_r(t) \) and disturbance \( \alpha(t) \). In addition, note that if \( \sigma_{bl} = \omega \), the tracking error \( e(t) \) will converge to zero.
6.3.2 Averaging Analysis for the Case of $n$ Unknown Frequencies: Local Exponential Stability

We now shift our attention to the slow or average system. This analysis is based on the two-time-scale averaging framework presented in [82], and we will utilize this framework to analyze the closed-loop system for different reference trajectories in Subsections 6.3.2-6.3.4. We begin by considering the case where there are $n$ unknown frequencies, shown in (6.2) and (6.3). We first define $\theta_i$ as the average of $\sigma_i$, as well as the vector $\theta = [\theta_1, \cdots, \theta_n]$. The dynamics of $\theta_i$ obey

$$
\dot{\theta}_i = F_{av}(\chi_{bl}(\theta, t), \theta_i, t) = - \lim_{\tau \to \infty} \frac{\gamma}{\tau} \int_0^\tau \theta_i e(t) \eta_1^i(t) \, dt \tag{6.14}
$$

where $e(t)$ and $\eta_1^i(t)$ represent the steady-state trajectories of $e$ and $\eta$ resulting from the boundary-layer system (6.12) with $\sigma_{bl} = \theta$. We will make the following assumption to simplify the form of the equation for the average dynamics $\dot{\theta}$.

**Assumption 12** The combinations $\zeta_f \omega_i$ are unique, i.e., $\zeta_f \omega_i \neq \zeta_g \omega_k$ for all $i, k = 1, \cdots, n; \, f, g = 1, \cdots, m$, unless $f = g$ and $i = k$.

This assumption implies that no two unknown frequencies share a harmonic of order below $\max(\zeta)$, and is primarily made to keep the following equations manageable. Define $G_p(s) \triangleq G_n(s)/G_d(s)$, and let

$$
\tilde{C}_i(s) = \prod_{k=1, k \neq i}^n \prod_{l=1}^m (s^2 + (\zeta_l \theta_k)^2) \cdot \prod_{l=2}^m (s^2 + (\zeta_l \theta_i)^2) \tag{6.15}
$$
We also define

\[ F_i(\zeta_l, \omega_k) = \gamma \theta_i^2 \kappa_1 |\tilde{C}_i(j\zeta_l \omega_k)|^2 / 2 \tag{6.16} \]

\[ D(j\zeta_l \omega_k) = G_d(j\zeta_l \omega_k)C_d(j\zeta_l \omega_k) \]
\[ + G_n(j\zeta_l \omega_k)C_n(j\zeta_l \omega_k)D_p(j\zeta_l \omega_k) \tag{6.17} \]

where \( C(s) = C_n(s)/C_d(s) \). We also will require following definition,

\[ H_l(j \omega) = \left[ R_{1l}^2 |G_d(j \omega_k)|^2 + r_{1l}^2 |G_n(j \omega_k)|^2 \right. \]
\[ - 2R_{1l}r_{1l} |G_d(j \omega_k)||G_n(j \omega_k)| \]
\[ \cdot \cos (\angle G_p(j \omega_k) + \Phi_{1l} + \phi_{1l}) \] \tag{6.18}

Note that \( H_l \geq (R_{1l} - |G_p|r_{1l})^2 \geq 0 \). Using Assumption 12 and the above definitions, we can calculate the form of \( \dot{\theta}_l \) (derivation details omitted in the interest of brevity):

\[ \dot{\theta}_l = \sum_{i=1}^{m} - \frac{F_i(\zeta_l, \omega_k)H_l(j \omega_k)(\theta_i^2 - \zeta_l^2 \omega_k^2)}{|D(j\zeta_l \omega_k)|^2} \]
\[ + \sum_{k=2}^{n} \sum_{l=1}^{m} - \frac{F_i(\zeta_l, \omega_k)|G_n(j\zeta_l \omega_k)|^2 r_{kl}^2 (\theta_l^2 - \zeta_l^2 \omega_k^2)}{|D(j\zeta_l \omega_k)|^2} \] \tag{6.19}

Note that, for every \( i,k = 1,\ldots,n \) and \( l = 1,\ldots,m \) there exists a combination \( \theta_i \) and \( \zeta_l \omega_k \) such that \( \tilde{C}_i(j\zeta_l \omega_k) \) is zero if \( \theta_l = \omega_k \), except for the case where \( i = k \) and \( l = 1 \). This fact can be seen by looking at the final product grouping in (6.15), \( \prod_{i=2}^{m}[(s^2 + (\zeta_l \theta_i)^2)] \). In addition, notice that \( |\tilde{C}_i(j\zeta_l \omega_k)| \) always appears squared. Therefore, using the product rule of differentiation, we can see that any partial derivative of the right-hand side of (6.19) with respect to \( \theta_l \), \( \forall l = 1,\ldots,n \) and evaluated at the equilibrium point \( \theta = \omega \) will be zero, except the partial derivative with respect
to $\theta_i$. In addition, this guarantees that when this partial derivative is evaluated at $\theta = \omega$, only the portion of the derivative taken with respect to the term $(\theta_i^2 - \zeta_l^2 \omega_k^2)$ will be non-zero. This can be calculated as

$$\frac{\partial \dot{\theta}_i}{\partial \theta_i} \bigg|_{\theta = \omega} = \sum_{l=1}^{m} \frac{-F_i(\zeta_l, \omega_k)H_i(j \omega_l)(2\omega_l)}{|D(j \zeta_l \omega_k)|^2} + \sum_{k=2}^{n} \sum_{l=1}^{m} \frac{-F_i(\zeta_l, \omega_k)|G_n(j \zeta_l \omega_k)|^2 r_{kl}^2(2\omega_k)}{|D(j \zeta_l \omega_k)|^2}$$

(6.20)

which is always negative over the adaptation variable range. Therefore, the resulting Jacobian of the average system is comprised of negative terms in the diagonal, and zeros everywhere else; thus the average system is exponentially stable for sufficiently small initial conditions $(\theta(0) - \omega)$. We also note that if $\theta = \omega$, the closed-loop system (6.1)-(6.3), (6.8)-(6.11) transformed into error coordinates possesses an equilibrium where $e(t) = 0$. Let $\tilde{\chi}$ denote the steady-state solution of the aforementioned closed-loop system when $\sigma(t) \equiv \omega$. Then by Theorem 4.4.3 of [82], the origin of the closed-loop system with coordinates $(\chi(t) - \tilde{\chi}(t), \sigma(t) - \omega)$ is locally exponentially stable.

### 6.3.3 Averaging Analysis for the Case of One Unknown Frequency: Exponential Stability

In this subsection, we will focus on the case where there is one unknown frequency, and present a sufficient condition for the exponential stability of the closed-loop system. We will assume that $y_r$ and $\alpha$ obey (6.4)- (6.5).

**Assumption 13** The plant $G_p(s)$ has no poles at $s = j\omega_1$.

**Theorem 2** Consider the closed-loop system (6.1), (6.4)-(6.5), and (6.8)-(6.11). Let Assumptions 11 and 13 hold. Let $\tilde{\chi}$ denote the steady-state solution of the aforementioned closed-loop system
when $\sigma(t) \equiv \omega_1$. Then, for all bounded initial conditions \((\chi(0), \sigma(0))\) where $\sigma(0) > 0$, there exist constants $R_e > 0$ (dependent on $\{r_i\}_{i=1}^m$) and $\varepsilon_\gamma > 0$, such that, if $R_{11} > R_e$ and $\gamma < \varepsilon_\gamma$, all states of the closed-loop system are bounded. In addition, the origin of the closed-loop system expressed in the error coordinates $(\chi(t) - \bar{\chi}(t), \sigma(t) - \omega_1)$ is exponentially stable, and the tracking error $e(t)$ converges to zero exponentially fast.

**Proof.** To prove Theorem 2, we will require exponential stability of both the boundary layer system, established through the controller design in the previous subsection, and exponential stability of the average system. Note that we will be removing the $i$ super and subscripts from signals in this subsection, since there is only one frequency to estimate. Now let

\[
\tilde{C}(s) = \prod_{k=2}^{m} \left( s^2 + (\zeta_k \theta)^2 \right) \tag{6.21}
\]

\[
= \prod_{j=1}^{m} \frac{s^2 + 2\zeta_c \zeta_j \theta s + (\zeta_j \theta)^2}{(s^2 + (\zeta_j \theta)^2)} \tag{6.22}
\]

We will focus on the derivation of $\dot{\theta}$ the case of one unknown frequency outlined in Subsection 6.3.3; the 2 and $n$ frequency derivations follow the same lines with additional details. The controller transfer function is defined by

\[
C(s) = \frac{C_n(s)}{C_d(s)} = \prod_{j=1}^{m} \frac{s^2 + 2\zeta_c \zeta_j \theta s + (\zeta_j \theta)^2}{(s^2 + (\zeta_j \theta)^2)} \tag{6.23}
\]

The sensitivity function $S(s)$ is then

\[
S(s) = \frac{G_d(s)C_d(s)}{G_d(s)C_d(s) + C_n(s)G_n(s)D_p(s)} \tag{6.24}
\]
We also compute $C_{\eta_1}(s)$, defined as the transfer function between $e(t)$ and $\eta_1(t)$ as

$$
C_{\eta_1}(s) = \frac{\kappa_1 \theta}{s^2 + \theta^2}
$$

(6.25)

Using the stability properties of the boundary-layer system, we can see that

$$
e(t) = S(s)[y_r(t)] - S(s)G_p(s)[\alpha(t)]
$$

(6.26)

and, using the structure of $C^*(\theta)$, that

$$
\eta_1(t) = C_{\eta_1}(s)S(s)[y_r(t)] - C_{\eta_1}(s)G_p(s)S(s)[\alpha(t)]
$$

(6.27)

where the notation $F(s)[g(t)]$ denotes the filtering of $g(t)$ by the transfer function $F(s)$. Plugging (6.26) and (6.27) into (6.14), we can expand the integrand in (6.14) into four terms, resulting in

$$
\dot{\theta} = - \lim_{\tau \to \infty} \frac{\gamma}{\tau} \int_0^\tau \theta \left( S(s)[y_r(t)]C_{\eta_1}(s)S(s)[y_r(t)]

- S(s)[y_r(t)]C_{\eta_1}(s)G_p(s)S(s)[\alpha(t)]

- S(s)G_p(s)[\alpha(t)]C_{\eta_1}(s)S(s)[y_r(t)]

+ S(s)G_p(s)[\alpha(t)]C_{\eta_1}(s)G_p(s)S(s)[\alpha(t)] \right) \, dt
$$

(6.28)
Note that each signal comprising (6.28) is periodic with period \(T = 2\pi \omega_1\); therefore we can drop the limit and set \(\tau = T\). In this calculation, we will encounter a series of integrals of the form

\[
\int_0^T |A(j\zeta_A \omega_1)| \sin(\zeta_A \omega_1 t + \phi_A) \\
\cdot |B(j\zeta_B \omega_1)| \sin(\zeta_B \omega_1 t + \phi_B) \, dt
\]

(6.29)

where \(A(s) = |A(s)| \angle \phi_A\) and \(B(s) = |B(s)| \angle \phi_B\) are transfer functions which are formed by terms in the integrand of (6.28). We will see how to compute the final form of \(\dot{\theta}\) by focusing on the term \(S(s)[y_r(t)]C_{\eta_1}(s)S(s)[y_r(t)]\). For this term, \(A(s) = S(s), B(s) = C_{\eta_1}(s)S(s)\), and \(\zeta_A = \zeta_B = 1\).

Evaluating (6.29) with these values results in

\[
\frac{|A(j\omega_1)||B(j\omega_1)| \cos(\phi_A - \phi_B)}{2}
\]

However, since \(S(s)\) is included in both \(A(s)\) and \(B(s)\), only the phase of \(C_{\eta_1}(s)\) appears; thus it can be shown that,

\[
\cos(\phi_A - \phi_B) = \text{sgn}(\dot{\theta})
\]

We can arrive at similar expressions to those above for the remaining integrand terms in (6.28). Using (6.21) and (6.16) together with our above discussion, we can now compute \(\dot{\theta}\) by evaluating
each integral formed in (6.28), and arrive at the expression

\[
\dot{\theta} = -F(1, \omega_1)R_{11}^2|G_d(j\omega_1)|^2(\theta^2 - \omega_1^2) \\
\quad \frac{D(j\omega_1)}{|D(j\omega_1)|^2}
\]

\[
+ 2F(1, \omega_1)R_{11}r_{11}|G_d(j\omega_1)||G_n(j\omega_1)| \\
\quad \frac{(\theta^2 - \omega_1^2) \cos(\angle G(j\omega_1) + \phi_{11})}{|D(j\omega_1)|^2}
\]

\[
+ \sum_{l=1}^{m} -F(\zeta_l, \omega_1)r_{1l}^2|G_n(j\zeta_l\omega_1)|^2(\theta^2 - (\zeta_l\omega_1)^2) \\
\quad \frac{|D(j\zeta_l\omega_1)|^2}{|D(j\zeta_l\omega_1)|^2}
\]

(6.30)

The terms \((\theta^2 - \omega_1^2)\) and \((\theta^2 - (\zeta_l\omega_1)^2)\) have appeared due to the effect of the \(\cos(\phi_A - \phi_B)\) terms combined with \(C_d(s)\). The denominator of (6.25) also cancels one element of \(C_d(s)\). The remaining terms of \(C_d(s)\) are contained in \(\bar{C}(s)\). We can group together the terms with the common factor \((\theta^2 - \omega_1^2)\) to arrive at

\[
\dot{\theta} = -F(1, \omega_1)H(j\omega_1)(\theta^2 - \omega_1^2) \\
\quad \frac{D(j\omega_1)}{|D(j\omega_1)|^2}
\]

\[
+ \sum_{l=2}^{m} -F(\zeta_l, \omega_1)r_{1l}^2|G_n(j\zeta_l\omega_1)|^2(\theta^2 - (\zeta_l\omega_1)^2) \\
\quad \frac{|D(j\zeta_l\omega_1)|^2}{|D(j\zeta_l\omega_1)|^2}
\]

where \(F\) and \(H\) are defined by suppressing the subscripts in (6.16) and (6.18) respectively. Note that \(H(j\omega_1)\) is guaranteed to be non-negative, and is positive (due to Assumptions 11 and 13) if \(R_{11} > r_{11}|G_p(j\omega_1)|\), which we will assume for the remainder of our analysis. In addition, notice that \(\dot{\theta}\) is positive for \(\omega_1 > \theta > 0\), and negative for \(\theta > \zeta_m\omega_1\); therefore the initial condition of \(\theta\) defines an invariant set \(\Sigma\) in which \(\theta\) resides for all time. We now use Lyapunov analysis to show exponential stability of the average system. We start with the Lyapunov function candidate
\[ V = \tilde{\theta}^2 / 2, \] where \( \tilde{\theta} = \theta - \omega_1 \). Using (6.30) and the definition of \( H(j\omega_1) \), we can evaluate \( \dot{V} \) as

\[
\dot{V} = -\frac{F(1, \omega_1)H(j\omega_1)(\theta + \omega_1)}{|D(j\omega_1)|^2} \tilde{\theta}^2 + \sum_{l=2}^{m} \frac{-F(\zeta_l, \omega_1)r_{11}^2|G_n(j\zeta_l\omega_1)|^2(\theta^2 - (\zeta_l\omega_1)^2)}{|D(j\zeta_l\omega_1)|^2} \tilde{\theta} \]

(6.31)

It can be easily seen from (6.31) that if \( r_{11} = 0, \forall l > 1 \), there will exist a constant \( k > 0 \) such that \( \dot{V} \leq -kV \). This proves exponential stability of the system if \( \alpha(t) = 0 \).

We now focus on the case where \( r_{11} \neq 0 \). It is important to note that \( |\tilde{C}(j\zeta_l\omega_1)| \), and thus \( F(\zeta_l, \omega_1) \), possesses a term of the form \( |\zeta_l\theta - \zeta_l\omega_1| = \zeta_l|\tilde{\theta}| \). Also note that \( (\theta^2 - (\zeta_l\omega_1)^2) \) and \( \tilde{\theta} \) possess the same sign when \( \theta < \omega_1 \) or \( \theta > \zeta_m\omega_1 \). This implies that there exists a constant \( c_1 > 0 \) such that \( \dot{V} \leq -c_1V \) when \( \tilde{\theta} \notin [0, \zeta_m\omega_1 - \omega_1] \). We can therefore focus our attention on the set \( \tilde{\theta} \in [0, \zeta_m\omega_1 - \omega_1] \). We notice that within this set, \( |\tilde{\theta}| = \tilde{\theta} \). Therefore, when \( l \neq 1 \), we can find a constant \( c_f > 0 \) to bound \( F(\zeta_l, \omega_1) \) in the set \( \tilde{\theta} \in [0, \zeta_m\omega_1 - \omega_1] \) as

\[ F(\zeta_l, \omega_1) \leq c_f \tilde{\theta} \]

Finally, from (6.30) and the condition \( R_{11} > r_{11}|G(j\omega_1)| \), \( H \) is strictly increasing with the reference amplitude \( R_{11} \), while \( F(\cdot) \) is independent of \( R_{11} \). This allows us to write, for positive constants \( k_1 \) and \( k_2 \),

\[
\dot{V} \leq -R_{11}^2k_1\tilde{\theta}^2 + c_fk_2\tilde{\theta}^2 
\]

(6.32)

where the existence of \( k_1 \) and \( k_2 \) are guaranteed by the boundedness of \( \theta \) within the set of interest. Therefore, for a sufficiently large \( R_{11} \), there exists a constant \( c_2 > 0 \) such that when \( \tilde{\theta} \in [0, \zeta_m\omega_1 - \omega_1] \),

\[
\dot{V} \leq -c_2V 
\]

(6.33)
Since both $c_1$ and $c_2$ are greater than zero, we can use the minimum of these two constants to bound $\dot{V}$ for all $\tilde{\theta}$, and conclude the exponential stability of the average system. Since we have now shown exponential stability of both the average and boundary layer trajectories, we can apply Theorem 4.4.3 of [82], and conclude exponential stability of the trajectory $(\bar{\chi}, \omega_1)$ for a sufficiently small adaptation gain $\gamma$, which also implies the boundedness of the state trajectory and the convergence of the tracking error to zero. □

Remark 6 Assumption 13 is not typically found in the adaptive control literature; however, it is required in our proof since Theorem 2 shows both the tracking error $e$ and adaptation error $\tilde{\theta}$ converge to zero. If this assumption is not satisfied, stability can still be shown for sufficiently large $r_{11}$ by using $r_{11}$ in the same manner $R_{11}$ was used in the above proof. This is because if $G_d(j\omega_1) = 0$, from (6.18), $H(j\omega_1)$ becomes $r_{11}^2 |G_n(j\omega_1)|^2$.

Remark 7 The required size of $R_{11} > R_r$ is determined by the sizes of the constants $k_1$ and $k_2$ in (6.32). These constants vary with the frequency $\omega_1$, plant transfer function $G_p(s)$, stabilizing controller $D_p(s)$, and the size of the disturbance.

6.3.4 Averaging Analysis for the Case of Two Unknown Frequencies: Exponential Stability

We now present results on the stability of the closed-loop system in the case of two unknown frequencies, (6.6) -(6.7). Without loss of generality, we will assume for our analysis that $\omega_1 < \omega_2$. We will also set $\gamma_1 = \gamma_2 = \gamma$, which will create a very useful symmetry in the dynamics of the average system. As there are now multiple frequency estimates, we will reintroduce the $i$ subscript in order to differentiate between the first and second frequency estimates and frequencies. Using the symmetry of the system, we can compute the dynamics of the average system (using the same
procedure as that outlined in Subsection 6.3.3) as

\[ \dot{\theta}_1 = f(\theta_1, \theta_2) \]
\[ \dot{\theta}_2 = f(\theta_2, \theta_1) \]
(6.34)

where

\[
f(a, b) = \frac{-F(a, b, \omega_i)R_{11}^2|G_d(j \omega_i)|^2(a^2 - \omega_i^2)}{\|D(a, b, \omega_i)\|^2} + \frac{-F(a, b, \omega_i)R_{11}^2|G_n(j \omega_i)|^2(a^2 - \omega_i^2)}{\|D(a, b, \omega_i)\|^2}
\]
(6.35)

\[
F(a, b, \omega_i) = \gamma a^2 \kappa_1 (b^2 - \omega_i^2)^2 / 2
\]
(6.36)

\[
D(a, b, \omega_i) = G_d(j \omega_i)(a^2 - \omega_i^2)(b^2 - \omega_i^2)
\]
\[ + [G_n(j \omega_i)D_p(j \omega_i)(a^2 - \omega_i^2 + 2\zeta \omega_i a j)] \cdot (b^2 - \omega_i^2 + 2\zeta \omega_i b j)
\]
(6.37)

where due to the symmetry of the system, we note that \( D(a, b, \omega_i) = D(b, a, \omega_i) \). We will analyze the system (6.34) using a phase portrait approach. Based on the terms \((a^2 - \omega_i^2)\) and \((a^2 - \omega_i^2)\) in (6.35), we know that the system possesses equilibrium points at \( \theta = (\omega_1, \omega_2) \) and \( \theta = (\omega_2, \omega_1) \). Because of the symmetric structure of the controller, either of these equilibrium points is desirable from a tracking perspective, as the boundary layer system at either point possess zero tracking error. A second consequence of the terms \((a^2 - \omega_1^2)\) and \((a^2 - \omega_2^2)\) is that, from any positive initial condition \( \theta_0 \), the state \( \theta \) enters the invariant set \( (\theta_1, \theta_2) \in [\omega_1, \omega_2] \times [\omega_1, \omega_2] \triangleq \Omega \). This follows from the inequalities \( F(a, b, \omega_i) > 0, \forall a < \omega_i, i = 1, 2 \) and \( F(a, b, \omega_i) < 0, \forall a > \omega_i, i = 1, 2 \).
Within $\Omega$, we have the following result.

**Lemma 2** Let Assumptions 11 and 13 hold. For any $\theta \in \Omega$, the inner product

\[
\left\langle \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix}, \begin{bmatrix} -1 \\ 1 \end{bmatrix} \right\rangle
\]

is positive if $\theta_2 > \theta_1$, negative if $\theta_2 < \theta_1$, and zero if $\theta_2 = \theta_1$, except for the cases $\theta = (\omega_1, \omega_2)$ or $\theta = (\omega_2, \omega_1)$, where the inner product is zero.

**Proof.** The inner product can be directly calculated as

\[
\left\langle \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix}, \begin{bmatrix} -1 \\ 1 \end{bmatrix} \right\rangle = f(\theta_1, \theta_2) - f(\theta_2, \theta_1)
\]

\[
= \frac{\gamma \kappa_1 R_1^2 |G_d(j \omega_1)|^2 (\theta_1^2 - \omega_1^2)(\theta_2^2 - \omega_1^2)}{2|D(\theta_1, \theta_2, \omega_1)|^2}
\]

\[
\cdot [\theta_1^2(\theta_2^2 - \omega_2^2) - \theta_2^2(\theta_1^2 - \omega_1^2)]
\]

\[
+ \frac{\gamma \kappa_1 R_1^2 |G_n(j \omega_2)|^2 (\theta_1^2 - \omega_2^2)(\theta_2^2 - \omega_2^2)}{2|D(\theta_1, \theta_2, \omega_2)|^2}
\]

\[
\cdot [\theta_1^2(\theta_2^2 - \omega_2^2) - \theta_2^2(\theta_1^2 - \omega_2^2)]
\]

(6.38)

The bracketed terms can be simplified to $[\omega_1(\theta_2^2 - \theta_1^2)]$ and $[\omega_2(\theta_2^2 - \theta_1^2)]$ respectively, which together with Assumptions 11 and 13 completes the proof. □

There are several consequences of this lemma. The first consequence is that there are no equilibrium points within the interior of $\Omega$, except for on the line $\theta_1 = \theta_2$. However, any equilibrium points on the line must be unstable, since the vector field always points away from the $\theta_1 = \theta_2$ line inside $\Omega$. Second, there are no possible limit cycles within $\Omega$, as the existence of a limit
cycle would require the above inner product to be zero on locations other than the $\theta_1 = \theta_2$ line.

These facts, together with the forward invariance of $\Omega$, imply that from any initial condition $\theta_0$, the trajectory $\theta(t)$ converges to either $(\omega_1, \omega_2)$ or $(\omega_2, \omega_1)$. Furthermore, it can be shown that the points $(\omega_1, \omega_2)$ or $(\omega_2, \omega_1)$ are locally exponentially stable. We start from the Lyapunov function candidate

$$V(\theta) = \frac{(\theta_1 - \omega_1)^2}{2} + \frac{(\theta_2 - \omega_2)^2}{2} = \tilde{\theta}_1^2 + \tilde{\theta}_2^2$$

Consider the set

$$\Delta \triangleq \{ \theta : |\tilde{\theta}_1| < \varepsilon_c, |\tilde{\theta}_2| < \varepsilon_c \} \quad (6.39)$$

We will now show exponential stability of the point $(\omega_1, \omega_2)$ within $\Delta$. Exponential stability of the point $(\omega_2, \omega_1)$ can be shown by redefining $\tilde{\theta}_1 = \theta_1 - \omega_2$ and $\tilde{\theta}_2 = \theta_2 - \omega_1$, and altering the following equations accordingly. We seek to find an $\varepsilon_c$ such that $\dot{V}$ is negative definite within $\Delta$.

Assuming that the system is currently within the set $\Delta$, we substitute $\theta_1 = \omega_1 + \tilde{\theta}_1$ and $\theta_2 = \omega_2 + \tilde{\theta}_2$ where $\tilde{\theta}_1, \tilde{\theta}_2 \in [-\varepsilon_c, \varepsilon_c]$. Using these substitutions together with (6.34), we can then bound $\dot{V}$ by

$$\dot{V} \leq \frac{-\tilde{\theta}_1^2 R_1^2 \gamma_1}{|D(\theta_1, \theta_2, \omega_1)|^2} \left[ \gamma_1 \theta_1^2 |G_d(j \omega_1)|^2 - \gamma_2 \theta_2^2 |2 \omega_1 + \varepsilon_c| \varepsilon_c \right]$$

$$+ \frac{-\tilde{\theta}_2^2 R_2^2 \gamma_1}{|D(\theta_1, \theta_2, \omega_2)|^2} \left[ \gamma_2 \theta_2^2 |G_n(j \omega_2)|^2 - \gamma_1 \theta_1^2 |2 \omega_2 + \varepsilon_c| \varepsilon_c \right] \quad (6.40)$$

Using Assumptions 11 and 13, we can see that for a sufficiently small $\varepsilon_c$, there exists a $c_0 > 0$ such that $\dot{V} \leq -c_0 V$. Combining the asymptotic stability and local exponential stability, we imply from Theorem 4.4.3 of [82] that the origin of the closed-loop system with coordinates $(\chi(t) - \hat{\chi}(t), \sigma(t) - \omega)$, where $\omega = (\omega_1, \omega_2)$ or $\omega = (\omega_2, \omega_1)$, is exponentially stable. We have thus proved the following theorem.

**Theorem 3** Consider the closed-loop system (6.1), (6.6)-(6.11). Let Assumptions 11 and 13 hold.
Let $\bar{\chi}$ denote the steady state solution of the aforementioned closed-loop system when $\sigma(t) \equiv \omega$, where $\omega = (\omega_1, \omega_2)$ or $\omega = (\omega_2, \omega_1)$. Then, there exists a sufficiently small $\gamma$, such that, for all bounded initial conditions $(\chi(0), \sigma(0))$ where $\sigma(0) > 0$ and $\sigma_1(0) \neq \sigma_2(0)$, all states of the closed-loop system are bounded. In addition, the origin of the closed-loop system with coordinates $(\chi(t) - \bar{\chi}(t), \sigma(t) - \omega)$ is exponentially stable. Furthermore, the tracking error $e(t)$ converges to zero.

**Remark 8** If the initial conditions and controller parameters of each $C_i(s)$ and $\dot{\sigma}_i$ are chosen to be equal, the system will behave as if it is a single controller with a single adaptation law, as there will then be identical compensators connected in parallel with identical states. We refer to this as a degenerative state for the controller. This can be prevented by choosing $\sigma_1(0) \neq \sigma_2(0)$.

**Remark 9** For systems with non-equal adaptation gains, it can be quickly shown that all possible equilibria in $\Omega$, other than $(\omega_1, \omega_2)$ and $(\omega_2, \omega_1)$, must reside on the $\theta_1 = \theta_2$ line, and the set of these equilibria is the same as that for the case of identical adaptation gains. In addition, it can be shown that the stability properties of those equilibria are the same given different choices of adaptation gains. In other words, no stable equilibria exist in $\Omega$ except the desired points $(\omega_1, \omega_2)$ and $(\omega_2, \omega_1)$. However, the existence of limit cycles in this system cannot be excluded as readily as in the identical gain case, and this will be addressed in our future work.

Fig. 6.2 shows an example phase portrait of the average system (6.34). In addition to the phase portrait, we have plotted the level curves of the $\dot{\theta}_1$ and $\dot{\theta}_2$ equations. For this particular set of system parameters, there are three unstable equilibria on the $\theta_1 = \theta_2$ axis (two saddle points and one unstable node). For this special case of equal adaptation gains, the regions of attraction for the stable points can be explicitly calculated and are divided by the $\theta_1 = \theta_2$ line. For cases where the adaptation gains are not equal, the form of the regions of attraction are more complicated.
Figure 6.2: Phase portrait of average system for a sample plant and controller. The zero level curves of $\dot{\theta}_1$ (primarily vertical) and $\dot{\theta}_1$ (primarily horizontal) together with the neutral axis $\theta_1 = \theta_2$ are also plotted.

### 6.4 Analysis of the Closed-Loop System in the Presence of Hysteresis

With the results of Section 5.3 in hand, we are now prepared to discuss the stability of the proposed IASC in systems with hysteresis. Let the linear plant (5.1) be preceded by a Prandtl-Ishlinskii (PI) operator $\Gamma_h$, as illustrated in Fig. 6.3. Since we have used $\theta$ for the definition of the average of the

![Figure 6.3: Illustration of linear plant preceded by hysteresis operator, commonly used to model piezoelectric-actuated nanopositioners.](image)

Figure 6.3: Illustration of linear plant preceded by hysteresis operator, commonly used to model piezoelectric-actuated nanopositioners.
adaptation, we will let $\vartheta_h$ represent the weights of the hysteresis operator in this section, i.e.

$$\Gamma_h[v; W(0)](t) = \vartheta_h' W(t)$$

We will also include an approximate hysteresis inversion $\hat{\Gamma}^{-1}_h$ in our control structure, based on an estimate $\hat{\vartheta}$ of the weights $\vartheta$. We can then write the inversion error as

$$u_d(t) - u(t) = \tilde{\vartheta}' W(t) \quad (6.41)$$

where $\tilde{\vartheta} = \hat{\vartheta} - \vartheta$. For a sinusoidal reference, we can then describe the resulting closed-loop system via equations (6.1), (6.4), (6.8)-(6.11), and (6.41), where we set $u_d(t)$ equal to $u(t)$ in (6.10). Such a system can, under suitable conditions, be shown to possess a unique, asymptotically stable $T$-periodic solution as we proved in Chapter 3.

Once we have established that the solutions of closed-loop system are periodic at the steady state, we can use the properties of the servocompensator to analyze its disturbance attenuation properties. Since all signals in the closed-loop system are $T$-periodic, we can rewrite $\tilde{\vartheta}' W(t)$ using Fourier series expansion as two signals; $\alpha$, which has the form of the disturbance (6.5), and $\alpha_d$, which has the form

$$\alpha_d(t) = \sum_{l, t \notin \zeta} r_{l1} \sin(l \omega_1 t + \phi_1)$$

Here $\zeta \in \mathbb{R}^m$ will be considered as a design parameter to determine how many harmonics of the reference are compensated by the servocompensator. Therefore, we can treat the closed-loop system with hysteresis as the closed-loop system considered in Subsection 6.3.3 perturbed by the additional matched disturbance $\alpha_d$. Note that because of the presence of the adaptation in the servocompensator, further analysis is required to a bound on the tracking error.
Define $X = [(\chi - \bar{\chi})', \sigma - \omega]'$ as the state vector of the nominal closed-loop system (6.1), (6.4), (6.8)-(6.11), transformed into error coordinates. We have already shown that this system is exponentially stable; therefore, from the converse Lyapunov theorem [64], we have that

$$c_1 \|X\|^2 \leq V(X) \leq c_2 \|X\|^2$$

$$\dot{V} \leq -c_3 \|X\|^2, \quad \left\| \frac{\partial V}{\partial X} \right\| \leq c_4 \|X\|$$

for a positive definite function $V$ and positive constants $c_1, \cdots, c_4$. Now consider the closed-loop system with the disturbance $\alpha_d$. Taking a time derivative of $V(X)$ and using the form of $\dot{\theta}$, we arrive at

$$\dot{V} \leq -c_3 \|X\|^2$$

$$+ c_4 \|X\| \sum_{k,k \notin \zeta} \left| C_{\eta_1}(s)S(s)G_p(s) \right| \left| S(s)G_p(s) \right| r_{1k}^2$$

$$\left. \right|_{s = jk\omega_1} \quad (6.42)$$

The RHS of (6.42) is negative definite for

$$\|X\| > \frac{c_4 \sum_{k,k \notin \zeta} \left| C_{\eta_1}(s)S(s)G_p(s) \right| \left| S(s)G_p(s) \right| r_{1k}^2}{c_3}$$

$$\left. \right|_{s = jk\omega_1}$$

Since $r_{1k}, \forall k \notin \zeta$ is proportional to $\|\tilde{\theta}'\|$, for a sufficiently small $\|\tilde{\theta}'\|$ and $\gamma$, there exists a constant $k_3$ such that $\|X\| \leq k_3$. By varying the analysis above slightly, we can arrive at a similar bound for the system without hysteresis (i.e. $\alpha(t) \equiv 0$), but the reference signal is an infinite summation of
sinusoids, such as a raster or triangle wave. In such a case,

\[
\dot{V} \leq -c_5 \|X\|^2 \\
+ c_6 \|X\| \sum_{k,k \not\in \zeta} |C_{\eta}(s)S(s)||S(s)|R_{1k}^2 \bigg|_{s = jk\omega_1}
\]

for some positive constants \(c_5\) and \(c_6\), and \(R_{1k}\) represents the amplitude of the \(k\)th harmonic component in the reference.

6.5 Simulation and Experimental Results

In this Section, we present simulation and experimental results that illustrate and support the analytical results in Sections 6.3 and 6.4. Specifically, in Subsection 6.5.1, we show simulation results that demonstrate the influence of reference amplitude on the convergence for the case of one unknown frequency. Subsections 6.5.2 and 6.5.3 contain experimental results that deal with the cases of one and two unknown frequencies, respectively. These experimental results also provide direct support for the analysis in Section 6.4, because of the presence of hysteresis compensation error in the experimental system.

6.5.1 Simulation Results for the Case of One Unknown Frequency

We begin by verifying the analysis presented in Section 6.3.3, namely the restriction on the size of \(R_{11}\). Recall that in order to prove stability of the closed-loop system (6.1), (6.4)-(6.5), and (6.8)-(6.11), we required the reference amplitude \(R_{11}\) to be sufficiently large relative to the size of the harmonic disturbances present in the system. In order to verify this, we present Fig. 6.4, which shows the results of a pair of simulations conducted on the vibrational model of our piezoelectric...
nanopositioner (3.26), with

\[ y_r(t) = R_{11} \sin(\omega_1 t) \]
\[ \alpha(t) = 5 \sin(2\omega_1 t) \]

where \( \omega_1 = 2\pi 100 \), and \( R_{11} \) will be used as a variable. The servocompensator was designed accordingly with \( \zeta = [1, 2] \). The stabilizing controller \( D(s) \) was designed using frequency-domain techniques based on the frequency response of the plant, and was chosen as

\[ D_p(s) = \frac{1.3(3.5 \times 10^3)^2}{s^2 + 1.6(3.5 \times 10^3)s + (3.5 \times 10^3)^2} \]  (6.43)

This controller was verified to stabilize the boundary layer system (6.12) over the working range of our adaptation variable \( \sigma \). When the reference amplitude \( R_{11} = 11 \), we notice that the frequency estimate converges to the desired value of \( \omega_1 \). However, when the reference amplitude \( R_{11} = 10 \), the frequency estimate settles slightly below \( 2\omega_1 \). This also results in a very large difference in tracking error, with essentially zero tracking error \( (O(10^{-10})) \) when \( R_{11} = 11 \), but a mean error of 2.45 when \( R_{11} = 10 \); thus our results from Section 6.3.3 are confirmed, with the value of \( R_r \) lying somewhere between 10 and 11.

### 6.5.2 Experimental Results for the Case of One Unknown Frequency

We will now experimentally demonstrate the effectiveness of the proposed controller on a commercial piezo-actuated nanopositioner (Nano OP-65, from Mad City Labs), whose vibration dynamics are given by (3.26). The hysteresis nonlinearity of the plant was identified using a quasi-static waveform of decreasing amplitude. A least-squares optimization routine was used to identify opti-
Figure 6.4: Simulation results on the model of the piezoelectric plant. Two simulations are presented, with $R_{11} = 10$ and $R_{11} = 11$.

Figure 6.5: Output spectrum for nanopositioner used in experimental studies. Input to power supply is $3 \sin(2\pi S) + 4 \text{V}$. Primary harmonic is not shown, but has an amplitude of 25.2 $\mu$m.
mal weights for a modified PI operator with 9 deadzone elements and 8 play operators, which was then used to calculate an approximate hysteresis inversion.

We tested the regulation performance of the proposed method through tracking experiments, using sinusoidal references from 5 to 200 Hz, along with a 5 Hz sawtooth signal. In order to understand the effectiveness of the proposed controller, we will compare the tracking results with an established method in nanopositioning tracking problems, Iterative Learning Control [38]. Our performance metrics will be the mean tracking error, defined as the mean of $|e(t)|$ at steady state, and the peak tracking error, defined by computing $\max |e(t)|$ over one period of the reference, then taking an average of this value over many periods.

For the sinusoidal references, we will employ two versions of our proposed controller; an indirect adaptive servocompensator (ASC) with the design vector $\zeta = [1]$, and a multi-harmonic indirect adaptive servocompensator (MHASC) with $\zeta = [1, 2, 3]$. Both controllers are based on the analysis of Section 6.3.3. The adaptation gains used were $\gamma = 0.003$ for the 5 and 25 Hz cases, $\gamma = 0.001$ for 50 Hz, and $\gamma = 0.0005$ for the 100 and 200 Hz experiments, where we have adjusted the adaptation gains to get similar settling times for each test.

The tracking results are presented in Table 6.1. We notice that the MHASC enjoys a consistent advantage over both the ILC controller and ASC controller. As the frequency of the reference trajectory increases, the ASC begins to overtake the ILC controller in performance, but is significantly behind at low frequency, indicating that the proposed controller’s tracking performance is less sensitive to model uncertainties than ILC. At 200 Hz, we notice that the ASC has better mean-error performance than the MHASC, which is highly counter-intuitive. However, this can be explained by the design of the stabilizing controller. With a frequency of 200 Hz, the successive harmonics used in the MHASC mean that the servocompensator has a great effect on the stability margin of the system. For the ASC, with $\sigma = 2\pi 200$, the closed-loop system possesses a phase margin of
around 70°. However, the phase margin of the MHASC at this frequency is 25°. This causes the other harmonics of the hysteresis being amplified, and results in the higher tracking error.

Table 6.1: Tracking error results for proposed controllers (MHASC, ASC) and ILC. Results are presented as a percentage of the reference amplitude (20 µm).

<table>
<thead>
<tr>
<th></th>
<th>MHASC (%)</th>
<th>ASC (%)</th>
<th>ILC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Peak</td>
<td>Mean Peak</td>
<td>Mean Peak</td>
</tr>
<tr>
<td>5 Hz</td>
<td>0.12 0.64</td>
<td>0.31 0.92</td>
<td>0.17 0.78</td>
</tr>
<tr>
<td>25 Hz</td>
<td>0.14 0.71</td>
<td>0.37 1.01</td>
<td>0.19 0.58</td>
</tr>
<tr>
<td>50 Hz</td>
<td>0.21 0.93</td>
<td>0.46 1.14</td>
<td>0.53 1.01</td>
</tr>
<tr>
<td>100 Hz</td>
<td>0.39 1.61</td>
<td>0.56 1.76</td>
<td>0.53 1.25</td>
</tr>
<tr>
<td>200 Hz</td>
<td>0.94 3.12</td>
<td>0.79 3.33</td>
<td>1.36 3.49</td>
</tr>
</tbody>
</table>

Figures 6.6 and 6.7 offer a closer look at the performance of the different methods at high and low frequencies. As the system approaches the gain crossover frequency near the resonant frequency of the plant, the effect of the hysteresis harmonics are amplified, resulting in the effect of the hysteresis becoming more pronounced. We can clearly observe the more prominent presence of higher harmonics in the 100 Hz signal as compared to the 5 Hz signal.

The second reference we test is a 5 Hz sawtooth signal, with the results shown in Fig. 6.8. We set the design parameter $\zeta = [1,3,5,7,9,11]$ in order to approximate for the sawtooth signal, as well as compensate hysteresis. The frequency of the sawtooth wave was limited to 5 Hz, due to concerns with the stabilizing controller. The ILC controller’s wide bandwidth nature makes it much better suited to compensating a sawtooth signal than our proposed method, and this results in an mean tracking error of 0.17% for ILC versus 0.28% for our proposed controller. However, the proposed method is still able to effectively compensate the sawtooth signal.

6.5.3 Experimental Results for the Case of Two Unknown Frequencies

We now present our experimental results on the performance of the proposed controller when $y_r$ and $\alpha$ obey (6.6)-(6.7), as considered in Section 6.3.4. In order to simulate disturbances of the
Figure 6.6: Experimental results for a 5 Hz sinusoidal signal.

Figure 6.7: Experimental results for a 100 Hz sinusoidal signal.
form in (6.7), we inject a disturbance of $10 \sin(2\pi 75t + \pi/2)$ into our Simulink block diagram just before the hysteresis inversion. The reference trajectory is $10 \sin(2\pi 25t)$. For the purposes of control design, it is assumed that both frequencies are unknown, and in particular are not treated as known multiples of each other. The adaptation gains used were $\gamma_1 = \gamma_2 = 0.001$.

Fig. 6.9 shows the phase portrait of the adaptation variables for a number of initial conditions. Notice that the neutral line $\sigma_1 = \sigma_2$ is not crossed in any of the experiments. The trajectories of the adaptation variables seem to indicate the presence of three unstable equilibria on the neutral line; two saddles points near the top right and lower left of the figure, and an unstable node in the center of the figure. The trajectories of the system tend to initially converge to a manifold on which one variable is close to a desired frequency, seen in Fig. 6.9 as the horizontal and vertical lines. The system then evolves along this manifold to the stable equilibria. The time evolution of the tracking error and adaptation variables for one set of initial conditions is shown in Fig. 6.10. After the
Figure 6.9: Phase portrait of $\sigma_1$ and $\sigma_2$ for various initial conditions. Desired equilibria are marked by the stars (red, in the lower right and top left), and initial conditions are marked by squares.

Figure 6.10: Plot of tracking error and adaptation variables vs. time. Adaptation is enabled at 2 s.
adaptation is enabled at 2 s, the adaptation variables converge shortly after 7 s, which correlates with a rapid decrease in the tracking error. These experiments show the robustness of the proposed method to the error in hysteresis compensation.

We also confirm the existence of the degenerate case discussed in Remark 8 for equal adaptation gains. Fig. 6.11 shows the phase portrait of the adaptation variables under two different initial conditions. First, we set the initial conditions to $\sigma_1(0) = \sigma_2(0) = 2\pi 50$, which corresponds to the degenerate state of the system. We notice that the system evolves along the $\sigma_1 = \sigma_2$ line, and then the system converges to an undesirable equilibrium, resulting in a high tracking error. In the second experiment, $\sigma_1(0)$ is unchanged, but $\sigma_2(0) = 2.01\pi 50$. In this case, the system converges to the desired equilibrium point.
Chapter 7

Stability of Systems with Hysteresis without Hysteresis Inversion: an LMI Approach

7.1 Introduction

In this dissertation, our results have focused on controlling systems with hysteresis in tracking problems. In particular, we have proved that the states of the system remain bounded when hysteresis is present in the system. Other results in the literature, such as sliding-mode control [39], adaptive control [33], two-degree-of-freedom control [47], and many more [38, 49] have proved similar results. In addition, our results so far have required the implementation of hysteresis inversion to prove stability of our system with hysteresis. Hysteresis inversion, while normally very effective, can be computationally intensive, and can have some adverse effects on the performance of servocompensator-controlled systems, which we will explore later in this Chapter.

A new wave of research over the past five years has focused on direct analysis of systems with hysteresis, based on the mathematical formulations of the hysteresis operators. These works have provided some analytical results showing the stability of systems with hysteresis and convergence of the tracking error to zero, and importantly, can do so without hysteresis inversion or requiring the hysteresis effect to be small. Such a result was proved in [83], where an LMI framework is utilized to provide sufficient conditions for the stability and tracking error convergence for a PID-controlled second-order system preceded by a modified PI operator. In [84], stability and
tracking error convergence of a non-dynamic plant modeled by a Presiach operator was proved using monotonic properties of the operator. The authors of [85] proved closed-loop stability for a system involving a PID-controlled second-order system preceded by a general hysteresis operator, and provided guidelines on the selection of controller gains.

One weakness of these results is that many are proved for dynamic systems of second order or lower. Similar results for $n$th-order systems have typically relied on passivity conditions. One of the most well known results in this area is reported in [86], where a Presiach operator is shown to be dissipative. This is then combined with traditional passivity results to show the finite-gain stability of the system. Dissipative properties have also been shown for the PI operator [28] and the Duhem operator [87]. A shortcoming of these results is that they are able to only show boundedness, even for constant reference trajectories. In addition, the conditions required for passivity are not satisfied by many plants and controllers. Outside of passivity focused results, an interesting contribution is from [88], where tight input-output stability bounds are shown for systems with play operators without explicit passivity assumptions. Finally, in [89], stability of an $n$-dimensional system is proved under an LMI condition; however, this result did not consider any controller, and furthermore, did not show that tracking error could be regulated.

In this Chapter, we discuss the stability and tracking error convergence of a system with hysteresis using a general feedback controller containing an integral action. It is assumed that the hysteresis is modeled by a PI operator. The theory of switched systems, in particular, that of the common Lyapunov function [58], and a linear matrix inequality (LMI) condition will be used to prove that the tracking error and state vector converge exponentially to zero for a constant reference. The principal contribution of this work is to present sufficient conditions (in the form of an LMI) for the regulation of the closed-loop system in terms of the hysteresis parameters, without requiring the hysteresis to be small. As we will see, the presence of an integral action is crucial to the
formulation of our LMI condition. Comparing our LMI results to those achieved in [89] and [83], our framework can handle minimum-phase systems of arbitrary order, along with a wide class of controllers. In particular, we will show the stability of servocompensator-controlled systems with hysteresis without using hysteresis inversion.

We then connect our LMI result to the aforementioned passivity results, by demonstrating that if the system obeys a certain positive real condition, a solution to the LMI problem can be found analytically. In addition, we apply our LMI results to show that servocompensator-based controllers can stabilize systems with hysteresis, without requiring inversion of the hysteresis. Our simulation results then confirm the effectiveness of the LMI condition at predicting the global convergence of the tracking error.

We then verify our results through experiments conducted on a commercial nanopositioner. These experiments focused on comparing the performance of servocompensator-based controllers with and without hysteresis inversion. We first verify the LMI condition presented in the paper, in order to prove stability of the system. Our experimental results indicate that servocompensator-based controllers without hysteresis inversion can achieve half the mean tracking error as that achieved by the same control method with inversion, while also being less computationally intensive.
7.2 Sufficient Conditions for Stability in Systems with Hysteresis

Consider an $n$-dimensional linear system with transfer function,

$$G_p(s) = \frac{k(s^m + b_{m-1}s^{m-1} + \cdots + b_1s + b_0)}{s^n + a_{n-1}s^{n-1} + \cdots + a_1s + a_0}, \quad m \leq n \quad (7.1)$$

with input $u(t)$ and output $y(t)$. We will assume that this transfer function is minimum phase. Our control objective is to regulate the output of the cascade connection of a PI operator (2.3) and $G_p(s)$, illustrated in Fig. 6.3. In particular, we will design the input $v(t)$ to the hysteresis to stabilize the resulting feedback connection, and also drive $y$ to a constant reference $y_r$. Recall that it is conventional to include the $r_0 = 0$ term in the definition of the hysteresis operator, even though this term results in simply a linear gain. For our work, we will separate this term from the nonzero radii play operators, thus

$$u(t) = \theta_0 v(t) + \theta_h^T W_h(t) \quad (7.2)$$

We will consider a normal-form state-space representation for the transfer function $G_p(s)$ [64],

$$\dot{z}(t) = Fz(t) + Gx_1(t) \quad (7.3)$$

$$\dot{x}(t) = A_0 x(t) + B(u(t) + \dot{\lambda}x(t) + \psi z(t)) \quad (7.4)$$

$$y(t) = Cx = x_1(t) \quad (7.5)$$
where \( u(t) \) obeys (7.2). The matrices \( F \in \mathbb{R}^{n \times m} \), \( G \in \mathbb{R}^{m} \), \( A_0 \in \mathbb{R}^{p \times p} \), and \( B \in \mathbb{R}^{p} \) are given by

\[
F = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
0 & \ddots & 0 \\
0 & & \ddots & 1 \\
-b_0 & -b_1 & \cdots & -b_{m-1}
\end{bmatrix}, \quad G = \begin{bmatrix} 0 \\ \vdots \\ 1 \end{bmatrix},
\]

\[
A_0 = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
0 & \ddots & 0 \\
0 & & \ddots & 1 \\
0 & \cdots & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ \vdots \\ k \end{bmatrix},
\]

and \( \lambda \in \mathbb{R}^{1 \times p}, \psi \in \mathbb{R}^{1 \times m} \) are row vectors.

**Remark 10** For simplicity but without loss of generality, we will assume in the following equations that \( \theta_0 = 1 \). This is because the gain of the hysteresis operator can be rolled into the DC gain of the linear dynamics. In order to transform a system where \( \theta_0 \neq 1 \) into the form considered here, we multiply \( k \) in \( B \) by \( \theta_0 \), and divide the elements of \( \theta_h, \lambda, \) and \( \psi \) by the same value.

We will consider a general linear controller to control (7.2), (7.3)-(7.5). The controller includes a dynamic compensator represented in the state-space form,

\[
\dot{\eta}(t) = C^* \eta(t) + B^*(x_1 - y_r)
\]  

(7.6)

with \( C^* \in \mathbb{R}^{q \times q} \) and \( B^* \in \mathbb{R}^{q} \). Here we use the tracking error \( x_1 - y_r \) as an input to the controller; however, our analysis could be adjusted to accommodate different inputs. We will also require our
linear controller to contain an integral action,

\[
\dot{\sigma}(t) = x_1 - y_r \tag{7.7}
\]

Using (7.6) and (7.7), we can define our control signal to the plant/hysteresis operator;

\[
v(t) = -K_1 z(t) - K_2 x(t) - K_3 \eta(t) - K_4 \sigma(t) \tag{7.8}
\]

where \( K_1 \in \mathbb{R}^{1 \times m}, K_2 \in \mathbb{R}^{1 \times p}, K_3 \in \mathbb{R}^{1 \times q}, \) and \( K_4 \in \mathbb{R} \) are constant gains. Applying (7.2) and (7.6)-(7.8) to (7.3)-(7.5) yields,

\[
\begin{bmatrix}
\dot{z}(t) \\
\dot{x}(t) \\
\dot{\eta}(t) \\
\dot{\sigma}(t)
\end{bmatrix}
= \begin{bmatrix}
F & GC & 0 & 0 \\
-B(K_1 - \psi) & A_0 - B(K_2 - \lambda) & -BK_3 & -BK_4 \\
0 & B^*C & C^* & 0 \\
0 & C & 0 & 0
\end{bmatrix}
\begin{bmatrix}
z(t) \\
x(t) \\
\eta(t) \\
\sigma(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
B\theta^T_h W_h [v; W_h(0)](t) \\
-B^*y_r \\
-y_r
\end{bmatrix} \tag{7.9}
\]

As the PI operator is continuous, the system (7.2), (7.8)-(7.9) is well-posed, and possesses a continuous and unique solution, which was proved in [41]. Next, define the coordinate transforms

\[
\begin{align*}
\tilde{z}(t) &= z(t) - [1, 0]^T \frac{1}{b_0} y_r \tag{7.10} \\
\tilde{x}(t) &= x(t) - C^T y_r \tag{7.11}
\end{align*}
\]
where $\mathbf{0}$ is an $m - 1$ dimensional row vector of zeros. With these transforms, Eq. (7.9) then becomes

\[
\begin{bmatrix}
\dot{\mathbf{z}}(t) \\
\dot{\mathbf{x}}(t) \\
\dot{\eta}(t) \\
\dot{\sigma}(t)
\end{bmatrix} =
\begin{bmatrix}
F & GC & 0 & 0 \\
-B(K_1 - \psi) & A_0 - B(K_2 - \lambda) & -BK_3 & -BK_4 \\
0 & B^*C & C^* & 0 \\
0 & C & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{z}(t) \\
\mathbf{x}(t) \\
\eta(t) \\
\sigma(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
B\theta^T_h W_h[v; W_h(0)](t) + Bc_0y_r
\end{bmatrix}
\tag{7.12}
\]

where $c_0$ is a constant that depends on the system matrices and control gains, which appears due to the coordinate transform. We will now define

\[
\alpha(t) = -K_4\sigma(t) + \theta^T_h W_h[v; W_h(0)](t) + c_0y_r \tag{7.13}
\]

This definition is made in order to use Lyapunov analysis to show that all states converge to the origin, since the state of the integrator will not necessarily go to zero in a system with hysteresis, even if $y_r = 0$. This transform will also remove the effect of $c_0y_r$ from (7.12), as $y_r$ is constant. The derivative of $\alpha(t)$ is given by

\[
\dot{\alpha}(t) = -K_4C\tilde{x}(t) + \theta^T_h W_h[v; W_h(0)](t) \tag{7.14}
\]
where

\[ W_h[v; W_h(0)](t) = [\dot{P}_{r_1}[v; W_1(0)](t), \ldots, \dot{P}_{r_m}[v; W_m(0)](t)]^T \quad (7.15) \]

The derivative of a play operator is in general discontinuous, since the switching between play and linear regions can cause jumps in the value of \( \dot{P}_{r_i}\). Let \( \Pi(t) \) denote the set of all play operators \( P_{r_i}[v; W(0)](t) \) that lie in a linear region at time \( t \), and let \( \Pi^c \) denote its complement. We therefore have a piecewise expression for \( \dot{P}_{r_i} \), given by

\[ \dot{P}_{r_i}[v; W_i(0)](t) = \begin{cases} \dot{v}, & \text{if } i \in \Pi(t) \\ 0, & \text{if } i \in \Pi^c(t) \end{cases} \quad (7.16) \]

where

\[
\dot{v}(t) = -K_1[F\tilde{z}(t) + GC\tilde{x}(t)] - K_2[-B(K_1 - \psi)\tilde{z}(t) + (A_0 - B(K_2 - \lambda))\tilde{x}(t) - BK_3\eta(t) + B\alpha(t)] \\
- K_3[C^*\eta(t) + B^*C\tilde{x}(t)] - K_4[C\tilde{x}(t)]
\]

\quad (7.17)

Let \( \Theta_h \) be the set of all numbers that can be reached by adding together elements of \( \theta_h \). Next, define \( \bar{\theta}_h(t) \in \Theta_h \) as the summation of weights for play operators in the linear region, i.e.

\[
\bar{\theta}_h(t) = \left[ \sum_i \theta_{hi} : i \in \Pi(t) \right] \quad (7.18)
\]

Define the state vector

\[
\gamma(t) = [\tilde{z}^T(t), \tilde{x}^T(t), \eta^T(t), \alpha(t)]^T
\]
Note that \( \dot{\gamma} \) can be expressed as a constant vector multiplying the state vector of the system, i.e. 

\[
\dot{\gamma} = K_v \gamma.
\]

Using this definition with (7.13) and (7.14), we transform (7.12) into

\[
\dot{\gamma}(t) =
\begin{bmatrix}
F & GC & 0 & 0 \\
-B(K_1 - \psi) & A_0 - B(K_2 - \lambda) & -BK_3 & B \\
0 & B^*C & C^* & 0 \\
0 & -K_4C & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\gamma(t) \\
0 \\
0 \\
0 \\
\tilde{\theta}_h(t)K_v \gamma(t)
\end{bmatrix}
\]

(7.19)

Alternatively, we write (7.19) in a compact form,

\[
\dot{\gamma}(t) \triangleq (\Sigma_0 + \tilde{\theta}_h(t)\tilde{B}K_v)\gamma(t)
\]

(7.20)

where

\[
\tilde{B} = [0, 1]^T
\]

where 0 here is an \( m + p + q \) dimensional row vector of zeros. As the states \( \gamma \) can be expressed as simple functions of the states of (7.9) and the hysteresis state \( W_h(t) \), we know that the solution to the above system is well-posed, and that \( \gamma \) is continuous. Note also that \( \tilde{\theta}_h(t) \in \Theta_h \), and thus \( \tilde{\theta}_h \) takes values in a set of finite cardinality; therefore, we can interpret (7.20) as a switched system, where the switching is governed by the states of the play operators in (7.2). The stability of such a
system can be guaranteed through an LMI condition [58],

$$
(\Sigma_0 + \tilde{\theta}_h \tilde{B}_v)^T P + P(\Sigma_0 + \tilde{\theta}_h \tilde{B}_v) < 0, \forall \tilde{\theta}_h \in \Theta_h
$$

where $P > 0$. Such a condition would imply that $V(\gamma) = \gamma^T P \gamma$ is a common Lyapunov function for (7.20), where $\dot{V} < 0, \forall \gamma \neq 0$. However, since the only element that actually changes is $\tilde{\theta}_h$, from the results of [90] a sufficient condition for the existence of such a $P$ is that

$$
(\Sigma_0 + \min(\Theta_h) \tilde{B}_v)^T P + P(\Sigma_0 + \min(\Theta_h) \tilde{B}_v) < 0,
$$

$$
(\Sigma_0 + \max(\Theta_h) \tilde{B}_v)^T P + P(\Sigma_0 + \max(\Theta_h) \tilde{B}_v) < 0
$$

(7.21)

Similarly, if a $P$ can be found such that

$$
(\Sigma_0 + \min(\Theta_h) \tilde{B}_v)^T P + P(\Sigma_0 + \min(\Theta_h) \tilde{B}_v) + 2\Lambda P < 0,
$$

$$
(\Sigma_0 + \max(\Theta_h) \tilde{B}_v)^T P + P(\Sigma_0 + \max(\Theta_h) \tilde{B}_v) + 2\Lambda P < 0
$$

(7.22)

where $\Lambda \in \mathbb{R} > 0$ then $\dot{V} < -2\Lambda V$, which implies that (7.20) is exponentially stable, and the tracking error converges to zero with decay rate of at least $\Lambda$ [90].

**Remark 11** One extension of this work would be to consider a modified PI operator (2.16) for the hysteresis model. This operator can be fit into our existing framework by extending the definition of $\tilde{\theta}_h$, multiplying the result of the current definition with the summation of the weights of the active deadzone operators.
7.2.1 Specialization to Positive-Real Systems

By imposing a positive real assumption on the system, we can arrive at a stronger stability result. Consider the closed-loop system (7.3)-(7.5), (7.7), with

\[ v(t) = -K_1\dot{z}(t) - K_2x(t) - K_4\sigma(t) \]  

(7.23)

Let the system

\[
\begin{bmatrix}
\dot{\tilde{z}} \\
\dot{\tilde{x}}
\end{bmatrix} = \Sigma^* \begin{bmatrix}
\tilde{z} \\
\tilde{x}
\end{bmatrix} + \mathbb{Bu}^*
\]

\[ \triangleq \begin{bmatrix}
F & GC \\
-B(K_1 - \psi) & A_0 - B(K_2 - \lambda)
\end{bmatrix} \begin{bmatrix}
\tilde{z} \\
\tilde{x}
\end{bmatrix} + \begin{bmatrix}
0 \\
Bu^*
\end{bmatrix} \]  

(7.24)

\[ y = \tilde{\zeta}_1 \triangleq \mathbb{C} \begin{bmatrix}
\tilde{z} \\
\tilde{\xi}
\end{bmatrix} \]  

(7.25)

be positive real [64], where \( \tilde{z} \) and \( \tilde{x} \) are defined as in (7.10)-(7.11), and \( u^* \in \mathbb{R} \) will be defined momentarily. Then, there exists a symmetric positive definite matrix \( P^* \) such that

\[ P^*\Sigma^* + \Sigma^{*T}P^* = -Q \]

\[ P^*\mathbb{B} = \mathbb{C}^T \]

where \( Q \) is symmetric and positive definite. This system represents the dynamics portion of our model which has been rendered positive-real by state feedback. This condition is similar to the assumption on the dynamics in [86], where the dynamics of a cascaded controller and a smart material actuator are assumed to be passive. Indeed, for LTI systems, the notions of passivity and
positive realness are interchangeable [91]. Note that the controller is not included in this positive real condition. We will now show that under this positive real condition, and with only integral control, the LMI (7.22) must have a solution.

Let \( u^* \) be defined as

\[
u^*(t) = \alpha(t) = -K_4\sigma(t) + \theta_h^T W_h[v; W_h(0))(t) + c_0 y_r\]

where the integrator output \( \sigma \) is governed by

\[
\dot{\sigma}(t) = \mathbb{C}[\tilde{z}^T, \tilde{x}^T]^T
\]

Using this definition together with (7.23) and (7.24), we notice that we can recover the closed-loop system defined in (7.19) (excluding the terms related to \( \eta \)). Let \( \tilde{\chi} = [\tilde{z}^T, \tilde{x}^T]^T \) and consider the Lyapunov function candidate

\[
V(\tilde{\chi}, \alpha) = \beta \tilde{\chi}^T(t) P^* \tilde{\chi}(t) + 1/2 \alpha^2(t) \tag{7.26}
\]

\[
= \begin{bmatrix} \tilde{\chi}(t) \\ \alpha(t) \end{bmatrix}^T \begin{bmatrix} \beta P^* & 0 \\ 0 & 1/2 \end{bmatrix} \begin{bmatrix} \tilde{\chi}(t) \\ \alpha(t) \end{bmatrix} \tag{7.27}
\]
where \( \alpha \) is defined as in (7.13). The derivative of \( V \) can be written as (using (7.24)),

\[
\dot{V}(\tilde{\chi}, \alpha) = \beta \tilde{\chi}^T(t) P^* [\Sigma^* \tilde{\chi}(t) + \mathbb{B} \alpha(t)] + \beta [\Sigma^* \tilde{\chi}(t) + \mathbb{B} \alpha(t)]^T P^* \tilde{\chi}(t)
\]

\[
- \alpha(t) K_4 C \tilde{\chi}(t) + \alpha(t) \theta_h^T W_h[v; W_h(0)](t)
\]

\[
= - \beta \tilde{\chi}^T(t) Q \tilde{\chi}(t) + \alpha(t) \tilde{\chi}^T(t) [\beta 2P^* \mathbb{B} - K_4 C]^T
\]

\[
+ \alpha(t) \bar{\theta}_h(t) (-K^* \Sigma^* \tilde{\chi}(t) - K^* \mathbb{B} \alpha(t) - K_4 C \tilde{\chi}(t))
\]

(7.28)

where \( K^* = [K_1, K_2] \). Let \( \beta \) be defined as

\[
\beta = K_4 / 2
\]

(7.29)

and let \( F = -K^* \Sigma^* - K_4 C \). We can then rewrite \( \dot{V} \) in the matrix form

\[
\dot{V}(\tilde{\chi}, \alpha) = -1/2 \begin{bmatrix} \tilde{\chi}(t) \\ \alpha(t) \end{bmatrix}^T \begin{bmatrix} K_4 Q & \tilde{\theta}_h(t)F^T \\ \tilde{\theta}_h(t)F & 2\bar{\theta}_h K^* \mathbb{B} \end{bmatrix} \begin{bmatrix} \tilde{\chi}(t) \\ \alpha(t) \end{bmatrix}
\]

(7.30)

Define \( \zeta = [\tilde{\chi}^T, \alpha]^T \), and

\[
X = \begin{bmatrix} K_4 Q & \tilde{\theta}_h(t)F^T \\ \tilde{\theta}_h(t)F & 2\bar{\theta}_h K^* \mathbb{B} \end{bmatrix}
\]

Let \( S \) equal the Schur compliment of \( X \), i.e.

\[
S = 2\bar{\theta}_h(t)K^* \mathbb{B} - \bar{\theta}_h(t)^2 F[K_4 Q]^{-1} F^T
\]

(7.31)

It is well known that \( X \) is positive definite if and only if both \( K_4 Q \) and \( S \in \mathbb{R} \) are positive definite.
Assuming that $\bar{\theta}_h > 0$, we can lower bound $S$ with the expression

$$S \geq \left[ 2K^* B - \frac{1}{K_4 \lambda_{\text{min}}(Q)} \| \theta_h \|_1 F^T F \right] \bar{\theta}_h(t)$$  \hspace{1cm} (7.32)

Note that this equation is independent of the solution to the Lyapunov equation $P^*$; therefore, if $K^*$ is such that $K^* B > 0$, we can always find a $Q$ (and therefore a $P^*$) such that $S$ is positive definite for all $\bar{\theta}_h > 0$. This implies that $X$ is positive definite, and therefore there must exist a sufficiently small $\Lambda$ such that $X > \Lambda P$, and therefore that $P$ and $\Lambda$ satisfy the LMI condition (7.22).

We can now compare our results here with the passivity results achieved in [86] and in similar references such as [87]. In [86], dissipativity (a generalization of passivity) of the presiax operator is shown between the input and derivative of the output of the operator. In both our results here and the results achieved in [86], by assuming the dynamics are positive real or passive, the properties of the hysteresis operator under consideration allow us to prove stability of the system without any further restrictions on the hysteresis. The principal difference is that because dissipativity can only be shown from the input to the derivative of the output of a hysteresis operator, passivity-based results cannot prove that the tracking error converges to zero, even for constant reference signals. However, our results require that $K^* B > 0$ and $K_4 > 0$, which may not be satisfied for all positive real systems.

### 7.3 Stability of Servocompensators in Systems with Hysteresis without Hysteresis Inversion

With our LMI condition in hand, we can now prove the stability of the servocompensator controlled closed-loop system with hysteresis, without including hysteresis inversion. The servocompensator
fits into the controller framework described in (7.6), where \( C^* \) is neutrally stable, with eigenvalues located on the imaginary axis. \( B^* \) is chosen to ensure that the pair \((C^*, B^*)\) is controllable. We now assume that the reference signal is generated by a neutrally stable exosystem,

\[
\dot{w}(t) = Sw(t) \quad (7.33)
\]
\[
y_r(t) = Ew(t) \quad (7.34)
\]

Let us assume that \( y_r \) is periodic with period \( T \). We next set up the error coordinate transform,

\[
\ddot{z}(t) = z(t) - z^*(t) \quad (7.35)
\]
\[
\ddot{x}_1(t) = x_1(t) - y_r(t)
\]
\[
\vdots
\]
\[
\ddot{x}_n(t) = x_n(t) - y_r^{(n-1)}(t) \quad (7.36)
\]

where \( z^*(t) \) is the steady state solution of

\[
\ddot{z}^*(t) = Fz^*(t) + Gy_r(t) \quad (7.37)
\]
and the notation \( f^{(i)}(t) \) denotes the \( i \)th derivative with respect to time. This transform changes the \( \gamma \) dynamics into

\[
\dot{\gamma}(t) = \begin{bmatrix}
F & GC & 0 & 0 \\
-B(K_1 - \psi) & A_0 - B(K_2 - \lambda) & -BK_3 & B \\
0 & B^*C & C^* & 0 \\
0 & -K_4C & 0 & 0 \\
\end{bmatrix} \gamma(t) + \begin{bmatrix}
0 \\
-By_r^{(n)}(t) \\
0 \\
\bar{\theta}_nBK_1\gamma(t) + c_0y_r^{(1)}(t) \\
\end{bmatrix}
\]

(7.38)

Let us assume that we have identified a \( P \) such that (7.22) is satisfied for a given \( \Lambda \). We can then use \( V(\gamma) = \gamma^T P \gamma \) as a Lyapunov function candidate, the derivative of which obeys

\[
\dot{V}(\gamma) = -2\Lambda V(\gamma) + 2\gamma^T P [0, -B^T y_r^{(n)}(t), 0, c_0y_r^{(1)}(t)]^T < -2\Lambda \lambda_{\text{min}}(P) \| \gamma \|^2 + 2\lambda_{\text{max}}(P) \| \gamma \| \| [0, -B^T y_r^{(n)}(t), 0, c_0y_r^{(1)}(t)] \|
\]

(7.39) (7.40)

where \( \| \cdot \| \) denotes the Euclidean norm. We can see from this equation that there must exist a sufficiently large \( \gamma \) such that \( \dot{V} < 0 \); therefore \( \gamma \) enters a bounded positively invariant set and \( \gamma \) remains bounded for all \( t \). However, the disturbance rejection properties of the servocompensator will allow us to draw some further conclusions regarding the performance of the system if we impose a periodicity assumption.
Assumption 14 The steady-state trajectory of $\gamma(t)$ is $T$-periodic.

Remark 12 Though theoretical results are lacking, many experimental results reported in the literature have shown that systems with hysteresis seem to possess $T$-periodic solutions when driven by $T$-periodic references, regardless of whether inversion is used or not \[39, 47\]. Therefore, we are presented with a tradeoff in our theoretical results between guaranteeing periodicity of the solutions when inversion is used, and ineffectiveness of the servocompensator when inversion is not used.

Utilizing Assumption 14, we can now investigate the steady state tracking error, $\tilde{x}_1(t)$. Letting $T = \frac{2\pi}{\omega}$, we can write $\tilde{x}_1(t)$ in a series form as

$$\tilde{x}_1(t) = \sum_{i=1}^{\infty} R_i \sin(i\omega t + \phi_i)$$ (7.41)

Let us assume that the matrix $C^*$ in our servocompensator (7.6) has been chosen such that its eigenvalues are located at $\pm jk\omega$, $k \in \rho$, where $\rho$ is a finite-element vector of whole numbers. Because $\tilde{x}_1(t)$ is the input to (7.6), the servocompensator’s error regulation properties will force all components of $\tilde{x}_1(t)$ whose internal models are contained in $C^*$ to have zero amplitude at the steady state. Therefore, $R_i = 0, \forall i \in \rho$ in (7.41).

7.4 Simulation Example: Verification of the LMI condition

We now demonstrate the feasibility and effectiveness of our LMI condition with a simulation example. Let us consider a linear system,

$$\mathbb{G}_p(s) = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2}$$ (7.42)
Figure 7.1: Hysteresis loops for play operators with equalized relative gains, where $r$ is equal to 0.7, and $\mu = 3$.

where $\zeta = 0.5$ and $\omega_n = 1$. $G_p(s)$ is preceded by a PI operator with $r = [0, r, 2r, 3r]$, where $r$ will be considered as a variable. The weights $\theta$ of the operator will be considered a function of $r$. In particular, for the play operator $P_r$, $1 \leq i \leq 3$, $\theta_i$ will obey

$$\theta_i(r_i) = \frac{2}{2\mu - 2r_i}$$  \hspace{1cm} (7.43)$$

where we introduce $\mu$ as a design parameter. This choice of $\theta_i$ is chosen to make sure the relative gains of the play operators remain constant. By this, we mean that for any $r_i < \mu$, if the input $v$ to $P_r[v;W_i(0)](t)$ is cycled periodically from $v_{\min} = -\mu$ to $v_{\max} = \mu$, then $\theta_i P_r[v_{\max};W_i(0)](t) = 1$.

We have illustrated this idea in Fig. 7.1 for $\mu = 3$. The exception to this rule will be $\theta_0$, which we
will fix at one. This cascade of a PI operator and \( G_p(s) \) will be controlled by an integral controller,

\[
\dot{\sigma}(t) = y(t) - y_r \tag{7.44}
\]

\[
v(t) = -0.25 \sigma(t) \tag{7.45}
\]

where \( y(t) \) is the output of \( G_p(s) \), and \( y_r \) is a constant reference signal. Since our LMI results prove global stability, we will set \( y_r \) to be 100. The system described above can be easily fit into the LMI framework (7.22), with

\[
\Sigma_0 + \min(\bar{\Theta}_h(r))B^*K_v = \begin{bmatrix} 0 & 1 & 0 \\ -\omega_n^2 & -2\zeta \omega_n & 1 \\ -0.25 & 0 & 0 \end{bmatrix},
\]

\[
\Sigma_0 + \max(\bar{\Theta}_h(r))B^*K_v = \begin{bmatrix} 0 & 1 & 0 \\ -\omega_n^2 & -2\zeta \omega_n & 1 \\ -0.25(1 + \|\theta_h(r)\|_1) & 0 & 0 \end{bmatrix},
\]

where \( \| \cdot \|_1 \) denotes the 1-norm.

To test the viability of our proposed method, we will now begin to increase the value of \( r \) until our LMI condition either becomes infeasible, or produces a result that cannot guarantee stability. Increasing the value of \( r \) makes the hysteresis loops wider, meaning that the control becomes less and less effective at compensating the system. When \( r = 0.74 \), both LMIs (7.21) and (7.22) return results that cannot guarantee stability. We then simulate our system, increasing \( r \) each simulation until the tracking error no longer converges to zero. We then denote this value of \( r \) as \( r_{\text{max}} \). For our setup described here, \( r_{\text{max}} = 0.8 \), with the system entering a limit cycle rather than converging to zero. Our LMI framework is therefore fairly effective, as it is able to guarantee stability up to
92.5% of $r_{\text{max}}$.

One behavior worth noting is that the value of $r_{\text{max}}$ observed in simulation can vary with the
value of $y_r$. For example, if $y_r = 3$, $r$ can be increased to 0.89 before instability occurs. This would
indicate that there is a region of attraction for this system, inside which the tracking error converges
to zero. This indicates that the conservatism of our LMI condition is dependent on the value of the
reference input $y_r$.

7.5 Applications to Nanopositioning Control

We now confirm our theoretical results with experiments. We performed a series of tracking ex-
periments on a commercial nanopositioner (shown in Fig.3.3), and compared the results under
different control schemes. Online control implementation and data collection was provided by a
dSPACE platform (DS1104). The nanopositioner was modeled using the same techniques as those
presented in Section 3.4.1, as a cascade of dynamics and a modified PI operator. The radii of the
modified PI operator were not changed from those in Section 3.4.1, however the weights were
re-identified as

$$
\hat{\theta}_h = [0.694, 0.196, 0.041, 0.050, 0.040, \\
0.050, 0.023, 0.054]
$$

for the play operator, and the weights of the deadzones were

$$
\hat{\theta}_d = [1.056, 0.650, 0.327, 0.432, 9.130, \\
-1.138, -0.154, -0.787, -0.296]
$$
Our vibrational dynamics were modeled by a 4th-order transfer function,

\[ G_p(s) = \frac{4.7 \cdot 10^{17}}{s^4 + 1.6 \cdot 10^4 s^3 + 6.6 \cdot 10^8 s^2 + 5.0 \cdot 10^{12} s + 8.3 \cdot 10^{16}} \quad (7.46) \]

In order to improve computation accuracy we used a balanced state-space realization [65] of the system (7.46). This results in the model

\[
\dot{x}(t) = 1.0 \times 10^4 \begin{bmatrix}
-0.024 & 1.614 & -0.126 & 0.061 \\
-1.614 & -0.266 & 0.721 & -0.161 \\
-0.126 & -0.721 & -1.060 & 1.677 \\
-0.061 & 0.161 & -1.677 & -0.221
\end{bmatrix} x(t) + \begin{bmatrix}
76.47 \\
240.4 \\
242.7 \\
83.37
\end{bmatrix} u(t) \\
y(t) = \begin{bmatrix}
76.47 & -240.4 & 242.7 & -83.37
\end{bmatrix} x(t) \quad (7.47)
\]

Note that, while this nominal dynamics model will be used for controller design, the actual dynamics model of the nanopositioner would have unity gain at DC. This is a consequence of the way the hysteresis is modeled; the DC gain of the system is effectively incorporated into the hysteresis model. This was discussed in Remark 10. Indeed, the dynamics models used in previous chapters were scaled to unity gain for this reason. After identifying our modified PI operator, the minimum gain of the hysteresis operator was found to be 4.69, with a maximum of 13.36, while the gain of
the plant (7.47) is 5.62. Let the equation

\[ \dot{x}_u(t) = A_u x_u(t) + B_u u(t) \]  
\[ y_u(t) = C_u x_u(t) \]  

(7.48) (7.49)

denote the canonical form of the dynamics (7.47) with unity gain, i.e. \( y(t) = 5.62 y_u(t) \). We can then fit our nanopositioning system into the form considered in (7.3)-(7.5) by letting \( m = 0 \) and \( p = 4 \), where

\[ A_0 + B \lambda = A_u, \ B = B_u, \ C = C_u \]  

(7.50)

Based on the definitions of (7.50) and Remark 11, \( \bar{\theta}_h \) for the modified PI operator considered takes values in the interval \([4.69/5.62, 13.36/5.62] = [0.83, 2.38]\). The boundaries of this interval form the values of \( \min(\bar{\theta}_h) \) and \( \max(\bar{\theta}_h) \).

Our experiments focused on tracking sinusoidal signals of the form

\[ y_r(t) = 20 \sin(2\pi \omega t) + 30 \mu m \]  

(7.51)

where \( \omega = 5, 25, 50, 100, 200 \). We utilized MHSC and SHSC designed for use both with and without hysteresis inversion. A Luenberger observer, based on the model in (7.47), was implemented to emulate state feedback. Because \( u(t) \) is unavailable, the control signal \( v(t) \) was used in this observer. The controller gains are chosen using the robust Riccati equation method (3.11), based on the nominal dynamics model (7.47), a method which was also used in [76]. Let \( v(t) = [K_2, K_3, K_4] \gamma(t) \) denote the control synthesized by this method. We can then use the LMI toolbox of MATLAB to solve for the matrix \( P \) in (7.22), yielding \( \Lambda = 4.44 \). We also utilize Iterative
Learning Control [38] for comparison purposes in our tests.

Fig. 7.2 shows the resulting tracking error of the MHSC and SHSC with and without inversion, together with the Iterative Learning Control (ILC) results. One trend observed in all of the servocompensator-based controllers is that their performance is substantially more robust to increasing frequency than ILC. This is particularly true for the servocompensators that do not use inversion, which see very little variation in their performance until the reference reaches 200 Hz. We immediately note that the SHSC without inversion is the worst-performing controller; this is contrasted by the performance of the MHSC without inversion, which is the best-performing controller.

This seeming contradiction can be explained by looking into the frequency spectra of the error signals, provided in Fig. 7.3. We can see from this graph that the frequency components of
the tracking error above 600 Hz are larger when inversion is used as compared to when it is left out. The modified PI operator attempts to approximate the hysteresis with non-smooth play and deadzone operators. Therefore, we expect more high frequency components to be introduced into the system using inversion than when inversion is left out. The performance difference between the controllers is explained by the amplitude of the second and third harmonics, which are much larger without inversion than with inversion. However, once the MHSC is used, these harmonics are compensated and removed from the system, meaning that the overall tracking error is greatly reduced, especially when inversion is not used. In addition, the removal of the hysteresis inversion greatly reduces the computational requirements of the controller. For example, the MHSC without hysteresis inversion averaged a computation time of 28 $\mu$s per sampling period, while the MHSC with inversion required 45 $\mu$s of computation time. This is a significant savings, especially since the controller possesses half the mean tracking error when the inversion is removed.
Chapter 8

Properties of Self-Excited Limit Cycles in a System with Hysteresis

8.1 Introduction

For systems with hysteresis, most existing work aims to provide sufficient conditions under which a given controller structure guarantees stability of the system in question. A natural question therefore is to consider the behavior of the system when these conditions are not satisfied; alternatively, what effects do hysteresis nonlinearities have on the steady-state solutions of the system? For example, consider our LMI result presented in Chapter 7. A necessary condition for the existence of a matrix $P$ solving either (7.21) or (7.22) is that each subsystem is Hurwitz, since (7.21) and (7.22) are in the form of Lyapunov equations. However, what would happen if one or more of these subsystems were unstable?

Several authors have remarked that hysteresis can lead to unwanted oscillations, perhaps most notably in the work of [33]. Further investigations into these oscillations are limited. One result is in [92], where conditions are presented under which the method of harmonic balance predicts the existence of periodic solutions in systems with relay hysteresis. The authors of [93] utilized the describing function method to predict the existence of a limit cycle in a Terfenol-D-based actuator, and demonstrated its existence in experiments. These works focused fundamentally on the question of existence, and did not investigate any properties of the limit cycles in detail. There is also some
additional work on limit cycles in systems with relay hysteresis [94], which was driven primarily by researchers in the field of electronic circuits in the 60’s.

In this Chapter, we offer an in-depth exploration into the properties of self-excited limit cycles occurring in a particular class of systems with hysteresis. We first observe that using rejection-focused design techniques can lead to steady-state self-excited limit cycles in the system. We then investigate the properties of these limit cycles, focusing on a linear plant controlled by an integral controller, where a play operator [32] is present in the feedback loop. We focus our attention on odd symmetric limit cycles within the system. A Newton-Raphson algorithm is formulated to calculate the limit cycles, and using the odd symmetry of the operator, we are then able to prove that linear relationships exist between several properties of the limit cycles and the parameters of the system. These results are verified in simulation, where we also demonstrate the effectiveness of the Newton-Raphson algorithm at predicting the solutions of the system.

8.2 Motivating Example: Issues with Rejection-focused methods

Let us consider a scalar system preceded by a play operator and a unity gain controlled using integral control and feedback. This represents a basic cascade of a Prandtl-Ishlinskii hysteresis operator with dynamics. The system is written as,

\[
\dot{x}(t) = ax(t) + v(t) + \theta_h W_r[v;0](t) \\
\dot{\sigma}(t) = x(t) \\
v(t) = -k_1 x(t) - k_2 \sigma(t) \tag{8.1}
\]
where $r$ is the play radius and $\theta_h$ is a weighting term. For our simulations, we will let $K = [k_1, k_2] = [1, 1]$, and set $a = 1.5$ with $\theta_h = 1$. One technique used in rejection-focused control methods is to consider the hysteresis as a linear gain coupled with a bounded, time-varying uncertainty, as was done in [49]. For (8.1), this linear gain is equal to the coefficient of $v$ added with the weight $\theta$.

Based on this idea, we reformulate the closed-loop system as

$$
\begin{bmatrix}
\dot{x}(t) \\
\dot{\sigma}(t)
\end{bmatrix} =
\begin{bmatrix}
a - 2k_1 & -2k_2 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\sigma(t)
\end{bmatrix} +
\begin{bmatrix}
S_r[v; 0](t) \\
0
\end{bmatrix}
$$

(8.2)

where $S_r[v; 0](t)$ is a stop nonlinearity [28] which takes values in the bounded region $[-r, r]$. In particular, for monotone input $v$,

$$
S_r[v; 0](t) = \min\{r, \max\{-r, v(t) - v(0) + S_r[v; 0](0)\}
$$

We can compute the eigenvalues of this system through the roots of the equation

$$
\det(sI - A) = s^2 - (a - 2k_1)s + 2k_2
$$

(8.3)

where

$$
A =
\begin{bmatrix}
a - 2k_1 & -2k_2 \\
1 & 0
\end{bmatrix}
$$

These eigenvalues have negative real parts for $k_1 > a/2$ and $k_2 > 0$, both of which are satisfied for our choice of $K$. Therefore the trajectories of the system remain bounded, since (8.2) is an exponentially stable linear system driven by a bounded input. However, when the play operator in
(8.1) is in the play region, the \( \dot{x} \) equation becomes

\[
\dot{x}(t) = (a - k_1)x(t) - k_2 \sigma(t) + k_r
\]

where \( k_r \) is a constant value determined by the current state of the play operator. Using this, the eigenvalues of the closed-loop system obey

\[
\det(sI - A) = s^2 - (a - k_1)s + k_2
\]

(8.4)

where

\[
A = \begin{bmatrix}
    a - k_1 & -k_2 \\
    1 & 0
\end{bmatrix}
\]

Since \( a - k_1 = 0.5 \), the system dynamics are unstable when the operator lies in the play region. Fig. 8.1 shows the behavior of (8.1) for varying play radii. We clearly see that the system enters a limit cycle for each value of the play radius. This occurs because the controller gains \( K \) are not chosen to account for the nonlinear behavior of the hysteresis. Furthermore, these limit cycles are self-excited, in that there is no external input driving the system. Clearly, such oscillations in the system are not ideal, even though the system state does remain bounded. However, the properties of these limit cycles are interesting in their own right.

### 8.3 Self-Excited Limit Cycles in a System with Hysteresis

We now investigate the properties of the limit cycles observed in Fig. 8.1. Consider a linear system preceded by a play operator and a unity gain controlled using integral control and state feedback.
Figure 8.1: Hysteresis state for systems that are unstable when the hysteresis is in the play region, with varying play radii.

Figure 8.2: Closed-loop system described in (8.5).
as illustrated in Fig. 8.2;

\[
\dot{x}(t) = Ax(t) + B(v(t) + W_r[v; 0](t))
\]
\[
\sigma(t) = Cx(t)
\]
\[
v(t) = -K_1x(t) - K_2\sigma(t)
\]  

(8.5)

where \( x \in \mathbb{R}^n \), \( \sigma \in \mathbb{R} \), \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^n \), \( C \in \mathbb{R}^{1 \times n} \), \( K_1 \in \mathbb{R}^{1 \times n} \), and \( K_2 \in \mathbb{R} \). Notice from Fig. 2.1 and (2.1) that there are two basic modes in which the state of a play operator can reside. The first is the linear region, in which \( u(t) = v(t) \pm r \). The second mode of operation is the play region, where \( u(t) \) is constant, represented in (2.1) by the term \( u(0) \). We will make use of the linear and play region terminology throughout this Chapter. Furthermore, we will also refer to the leftmost linear branch in Fig. 2.1 as the descending region, and the rightmost linear branch as the ascending region.

The well-posedness of (8.5) follows from the arguments in [41]. We now begin our analysis of (8.5) by providing a coordinate transform in order to place (8.5) into a switched system form, as in Chapter . Let us define

\[
\alpha(t) = -K_2\sigma(t) + W_r[v; 0](t)
\]  

(8.6)

The derivative of \( \alpha \) requires us to define the derivative of a play operator, which is in general discontinuous. Let \( \Pi \) denote the set of all closed intervals of \( t \in \mathbb{R} \) in which \( W_r[v; 0](t) \) lies in a linear region, and let \( \Pi^c \) denote its complement. We therefore have a piecewise continuous
definition for $\dot{W}_r$, given by

$$
\dot{W}_r[v; 0](t) = \begin{cases}
\dot{v}, & \text{if } t \in \Pi \\
0, & \text{if } t \in \Pi^c
\end{cases}
$$

where

$$
\dot{v}(t) = -K_1[(A - BK_1)x(t) + B\alpha(t)] - K_2[Cx(t)]
= [-K_1(A - BK_1) - K_2C]x(t) - K_1B\alpha(t)
$$

(8.7)

Note that this derivative is continuous everywhere except when the play operator exits the play region. Using (8.6)-(8.7), we can derive a switched system form for (8.5):

$$
\dot{\gamma}(t) = A_i(t)\gamma(t), \ i = 1, 2
$$

(8.8)

where $\gamma = [x^T, \alpha]^T$, and $r$ is the play radius. The matrix $A_1$ characterizes the systems behavior in the play region of the hysteresis, while $A_2$ does so for the linear region of the hysteresis. To describe the switching behavior of $i(t)$, we will define the operator

$$
i(t) = \Omega[W_r[v; 0](t)](t)
$$

(8.9)

where $\Omega[W_r[v; 0](t)] = 1$ when $W_r$ is in the play region, and $\Omega[W_r[v; 0](t)] = 2$ when $W_r$ is in the linear region. From simulations of (8.8), we observe that if the control gains are chosen such that
$A_1$ is unstable and $A_2$ is Hurwitz, the trajectories of (8.8) converge to a limit cycle. Furthermore, the limit cycle we observe is sine-like, in that it is both odd-symmetric and changes the sign of its derivative twice a period. Based on these observations, we will develop a Newton-Raphson algorithm to calculate the sine-like solutions of the limit cycle.

### 8.3.1 Computation of the Limit Cycles

Our search for the solution of the limit cycles begins from a state $\gamma_0$ at $\bar{t}_0$ such that the play operator is in the ascending linear section. Let $\bar{t}_1$ denote the time when the play operator enters the play region from the linear region; this will be denoted as the first switching time. Similarly, we define $\bar{t}_2, \bar{t}_3,$ and $\bar{t}_4$ as the second, third and fourth switching times. Since the system starts in the linear region, $i(0) = 2, i(\bar{t}_1) = 1, i(\bar{t}_2^+) = 2,$ and so on. Furthermore, based on our assumption of sine-like limit cycles, $\gamma(\bar{t}_4) = \gamma(0)$; therefore $\bar{t}_4 - \bar{t}_0$ is the period of the limit cycle. From the description of the play operator, for any sine-like limit cycle, the control $v(t)$ at these switching times obeys the
equations,

\[ \dot{v}(\bar{t}_1) = 0 \]  
\[ v(\bar{t}_1) - v(\bar{t}_2) = 2r \]  
\[ \dot{v}(\bar{t}_3) = 0 \]  
\[ v(\bar{t}_3) - v(\bar{t}_4) = -2r \]

Furthermore, symmetry allows us to only consider the conditions (8.10) and (8.11). We will let 
\[ t_1 = \bar{t}_1 - \bar{t}_0 \] and \[ t_2 = \bar{t}_2 - \bar{t}_1; \] these values will be referred to as the switching \textit{intervals}. We can then translate these equations into functions of \( \gamma_0 \). From (8.10) and the definitions of \( v \) and \( A_2 \), we can quickly arrive at

\[ H_1(\gamma_0, t_1) \triangleq \bar{K} e^{A_2 t_1} \gamma_0 = 0 \]  

where \( \bar{K} = [-K_1(A - BK_1) - K_2 C, -BK_1] \). Since \( W_r \) is constant in the play region, from (8.11) and (8.6) we can derive

\[ H_2(\gamma_0, t_1, t_2) \triangleq [-K_1, 1][I - e^{A_1 t_2}] e^{A_2 t_1} \gamma_0 = 2r \]

where \( I \) is an appropriately dimensioned identity matrix. Finally, because we are seeking sine-like limit cycles, we also have the constraint equation

\[ \Sigma^T(\gamma_0, t_1, t_2) \triangleq (I + e^{A_1 t_2} e^{A_2 t_1}) \gamma_0 = 0 \]  
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which is derived from the forward-time solution of the switched system from $t = \bar{t}_0$ to $t = \bar{t}_2$. We now present the following lemma, which addresses the symmetry of the dynamics of the system.

**Lemma 3** Let $\gamma_0$ be the state of (8.8) when the system enters the ascending branch from the play region, and let $\gamma(\bar{t}_2)$ denote the state of (8.8) when it enters the descending linear region. Assume that the system switches once between states $\gamma_0$ and $\gamma(\bar{t}_2)$. Then, if the system lies at $-\gamma_0$ at $t = \bar{t}_0$ in the descending region, the state of the system when the system enters the ascending region is $-\gamma(\bar{t}_2)$.

**Proof.** Based on equations (8.10) and (8.11), we know that $\gamma_0$ and $\gamma(\bar{t}_2)$ must obey

$$\gamma(\bar{t}_1) = e^{A_{t_1}} \gamma_0, \quad \gamma(\bar{t}_2) = e^{A_{t_2}} \gamma(\bar{t}_1)$$

$$0 = \tilde{K} e^{A_{t_1}} \gamma_0$$

$$2r = [-K_1, 1] [I - e^{A_{t_2}}] \gamma(\bar{t}_1)$$

(8.17)

(8.18)

where $t_1$ and $t_2$ are the switching intervals. Now consider the behavior starting from $-\gamma(0)$. Then,

$$\gamma(\bar{t}_1) = -e^{A_{t_1}} \gamma_0, \quad \gamma(\bar{t}_2) = e^{A_{t_2}} \gamma(\bar{t}_1)$$

$$0 = -\tilde{K} e^{A_{t_1}} \gamma_0$$

$$-2r = [-K_1, 1] [I - e^{A_{t_2}}] \gamma(\bar{t}_1)$$

(8.19)

(8.20)

where $\bar{t}_1^*$ and $\bar{t}_2^*$ are the switching times and $t_1^*$ and $t_2^*$ are the switching intervals for the system when it is initialized at $-\gamma_0$. Note the minus sign on the $2r$ term in (8.20). This is because we are entering the opposite region of the play operator from the original case, and therefore this switching condition would be derived from (8.13) instead of (8.11). Comparing (8.17) with (8.19),
we notice that the sole difference is the presence of the negative sign, which cannot affect whether 
\( \dot{v} = 0 \). Therefore, \( t^*_1 \) is equal to \( t_1 \), implying \( \gamma(\tilde{t}_1) = -\gamma(\tilde{t}_1) \). Using this in (8.20) yields

\[
[-K_1, 1][I - e^{A_1 t_1^*}]\gamma(\tilde{t}_1) = -2r
\]

\[
[-K_1, 1][I - e^{A_1 t_1^*}]\gamma(\tilde{t}_1^*) = 2r
\]

Since we have recovered (8.18), we know that \( t_2^* = t_2 \), which completes the proof. \( \square \)

**Remark 13** This lemma shows that as long as a \( \gamma_0 \) can be found such that \( \gamma_0 = -\gamma(\tilde{t}_2) \), the system possesses a sine-like limit cycle. However, this result is proved under the assumption that the sign of \( \dot{v} \) does not change in the interval \( [\tilde{t}_1, \tilde{t}_2] \), which implies there is only one switching between \( \tilde{t}_0 \) and \( \tilde{t}_2 \). Proving that this does indeed occur is part of our ongoing future work.

Equations (8.14)-(8.16) yield \( n + 3 \) equations with \( n + 3 \) unknowns, \( \gamma_0 = [\chi_0^T, \alpha_0]^T, t_1, \) and \( t_2 \). We will refer to solving this set of simultaneous equations as the **limit cycle problem**. Due to the nonlinearity of these equations, we will utilize the well-known Newton-Raphson method to find a solution to the limit cycle problem. Denote our unknowns as \( \Phi = [\gamma_0^T, t_1, t_2]^T \). We can then define

\[
\mathcal{P}(\Phi) = [\Sigma^T(\Phi), H_1(\Phi), H_2(\Phi)]^T
\]  

(8.21)

We can now apply the Newton-Raphson method to obtain a solution to the above equation using the iterative formula

\[
\Phi^{i+1} = \Phi^i + J^{-1}(\Phi^i)\mathcal{P}(\Phi^i)
\]  

(8.22)
where

\[ J(\Phi) = \begin{bmatrix}
\frac{\partial \Sigma}{\partial \gamma_0} & \frac{\partial \Sigma}{\partial t_1} & \frac{\partial \Sigma}{\partial t_2} \\
\frac{\partial H_1}{\partial \gamma_0} & \frac{\partial H_1}{\partial t_1} & \frac{\partial H_1}{\partial t_2} \\
\frac{\partial H_2}{\partial \gamma_0} & \frac{\partial H_2}{\partial t_1} & \frac{\partial H_2}{\partial t_2}
\end{bmatrix} \] (8.23)

These partial derivatives can be readily calculated in closed-form based on (8.14)-(8.16). Note that the only dependence on \( \gamma_0 \) within these equations is the linear term. We can then take the partial derivatives one element at a time. For example, let \( \gamma_{0i} \) denote the \( i \)th element of \( \gamma_0 \). Then,

\[ \frac{\partial \Sigma}{\partial \gamma_{0i}} = (I + e^{A_2 t_2} e^{A_2 t_1}) [0^{1 \times (i-1)}, 1, 0^{1 \times (n+1-i)}]' \] (8.24)

where \( i \) can range from 1 to \( n+1 \). Therefore,

\[ \frac{\partial H_1}{\partial \gamma_{0i}} = \tilde{K} e^{A_2 t_1} [0^{1 \times (i-1)}, 1, 0^{1 \times (n+1-i)}]' = 0 \] (8.25)

\[ \frac{\partial H_2}{\partial \gamma_{0i}} = [-\mathcal{K}_1, 1][I - e^{A_1 t_2}] e^{A_2 t_1} [0^{1 \times (i-1)}, 1, 0^{1 \times (n+1-i)}]' = 2r \] (8.26)

To compute the partial derivatives with respect to the switching times \( t_1 \) and \( t_2 \), we make use of the formula,

\[ \frac{d e^{A t}}{dt} = A e^{A t} = e^{A t} A \]
The remaining partial derivatives in $J$ can then be calculated as

\[
\frac{\partial \Sigma}{\partial t_1} = (I + e^{A_{1t_2}}e^{A_{2t_1}}) \gamma_0
\]

\[
\frac{\partial \Sigma}{\partial t_2} = (I + A_1 e^{A_{1t_2}}e^{A_{2t_1}}) \gamma_0
\]

\[
\frac{\partial H_1}{\partial t_1} = K A_2 e^{A_{2t_1}} \gamma_0
\]

\[
\frac{\partial H_1}{\partial t_2} = 0
\]

\[
\frac{\partial H_2}{\partial t_1} = [-K_1, 1][I - e^{A_{1t_2}}]e^{A_{2t_1}} \gamma_0
\]

\[
\frac{\partial H_2}{\partial t_2} = [-K_1, 1][I - A_1 e^{A_{1t_2}}]e^{A_{2t_1}} \gamma_0
\]

The limit cycle is then characterized by the solution of the equation,

\[
\mathcal{P}(\Phi^*) = 0
\] (8.27)

Note that $\Phi^*$ completely characterizes the behavior of the limit cycles, as once the switching times and initial conditions are known, the closed-form solution of the limit cycle can be computed from successive solutions of the two (switching) linear systems.

### 8.3.2 Properties of the Limit Cycles

While the solution of the limit cycle problem $\Phi^*$ must be calculated numerically, we can utilize the equations (8.14)-(8.16) to prove some properties of the limit cycles corresponding to the solution $\Phi^*$. First, we will see how the solution $\Phi^*$ varies with the play radius $r$.

**Proposition 1** Let the solution of the limit cycle problem with $r = r^*$ be denoted by $\Phi_r = [\gamma_0^T, t_1^*, t_2^*]^T$. Then, if $r = r^*c_1$, where $c_1 > 0$, $\Phi_r = [c_1 \gamma_0^T, t_1^*, t_2^*]^T$ is a solution to the limit cycle problem.
Proof. We begin by directly computing (8.15) evaluated at \( \Phi_r = [c_1 \gamma_0^T, t_1^*, t_2^*]^T \) with \( r = r^* c_1 \), which can be written as

\[
[-K_1, 1][I - e^{A t_2^*}]e^{A t_1^*}c_1 \gamma_0^0 = 2r^* c_1 \tag{8.28}
\]

By dividing both sides by \( c_1 \), we arrive at the solution of \( H_2(\Phi_r^*) \). Since the left-hand sides of (8.14) and (8.16) are linear with respect to the initial state, the \( c_1 \) term can be immediately divided out, proving \( [c_1 \gamma_0^0^T, t_1^*, t_2^*]^T \) solves the limit cycle problem. □

Proposition 1 shows that there is a linear relationship between the play radius \( r \) and the amplitude of the limit cycles generated in (8.8)-(8.9). Next, we can show that the bias of the limit cycles can be set to non-zero values. Consider the system

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + B(v(t) + W_r[v; 0](t)) \\
\dot{\sigma}(t) &= Cx(t) - y_r \\
v(t) &= -K_1 x(t) - K_2 \sigma(t)
\end{align*}
\tag{8.29}
\]

where \( y_r \) is a constant reference. The only difference between the above equation and our original system is the presence of the term \( y_r \). Let us assume that

\[
\text{rank}\left( \begin{bmatrix} A & B \\ C & 0 \end{bmatrix} \right) = n + 1
\]

This is a well known necessary and sufficient condition for the existence of a steady-state solution to systems with constant references when integral control is used. Let \( \bar{x} \in \mathbb{R}^n \) and \( \bar{\sigma} \in \mathbb{R} \) be such
that

\[ 0 = (A - BK_1)\bar{x} - BK_2\bar{\sigma}, \quad 0 = C\bar{x} - y_r \quad (8.30) \]

Defining \( \bar{v} = -K_1\bar{x} - K_2\bar{\sigma} \), we can see that (8.30) reduces to

\[
\begin{bmatrix}
A & B \\
C & 0
\end{bmatrix}
\begin{bmatrix}
\bar{x} \\
\bar{v}
\end{bmatrix} =
\begin{bmatrix}
0 \\
y_r
\end{bmatrix}
\]

Therefore, our assumption guarantees the existence and uniqueness of \( \bar{x} \) and \( \bar{\sigma} \). Next, define the coordinates

\[
\tilde{x} = x - \bar{x}, \quad \tilde{\sigma} = \sigma - \bar{\sigma} \quad (8.31)
\]

Note that since \( y_r, \bar{x} \) and \( \bar{\sigma} \) are constants, the closed-loop system can be written as (using (8.30)),

\[
\dot{\tilde{x}}(t) = (A - BK_1)\tilde{x}(t) + B(-K_2\tilde{\sigma}(t) + W_r[v; 0](t)) \\
\dot{\tilde{\sigma}}(t) = C\tilde{x} \quad (8.32)
\]

This is the same form as that considered in (8.5). Therefore, the system (8.29) and (8.9) possesses the same limit cycle as (8.8)-(8.9), with the exception of a constant shift in the coordinates \( \alpha \) and \( x \). We present this result as the following proposition.

**Proposition 2** Let \( \Phi_0 = [y_0^T, t_1, t_2]^T \) denote the solution of the limit cycle problem for (8.8)-(8.9). Then, \( \Phi^* = [(x_0 + \tilde{x})^T, \alpha_0 - K_2\tilde{\sigma}, t_1^*, t_2^*]^T \) is a solution to the limit cycle problem for the system (8.29) and (8.9).
Finally, we consider a special case of the system (8.5), where we assume $x$ to be a scalar and whose derivative obeys
\[ \dot{x}(t) = ax(t) + (v(t) + W_r[v;0](t)) \]

We then select the control to be $v(t) = [k_p a, a^2/2] \gamma(t)$, where $k_p \in (0.5, 1)$. The eigenvalues of the systems then linearly scale with increasing $a$. The system matrices are then
\[ \dot{\gamma}(t) = A_i(t) \gamma(t), \ i = 1,2 \] (8.33)

where
\[
A_1 = \begin{bmatrix}
(1 - k_p)a & 1 \\
-a^2/2 & 0
\end{bmatrix},
A_2 = \begin{bmatrix}
(1 - k_p)a & 1 \\
-a^2 - k_p(1 - k_p)a^2 & -k_p a
\end{bmatrix}
\]

We can now show that the frequency of the limit cycles is linearly related to the parameter $a$. Let us focus on the system in the linear region of operation, i.e., $\dot{\gamma}(t) = A_2 \gamma(t)$. The characteristic equation of this system is
\[ s^2 - \text{Tr}(A_2)s + \text{Det}(A_2) = 0 \] (8.34)

with
\[ \text{Tr}(A_2) = (1 - 2k_p)a, \ \text{Det}(A_2) = a^2 \]

where $\text{Tr}$ and $\text{Det}$ denote the trace and determinant respectively. Let us consider the state $x$ as the output of this second-order system, and formulate a canonical form transformation. Let $\chi_1 = x$ and
\( \chi_2 = \dot{x} \). This transforms the system equations based on \( A_2 \) with our specified control gains into

\[
\begin{align*}
\dot{\chi}_1(t) &= \chi_2(t) \\
\dot{\chi}_2(t) &= -a^2 \chi_1(t) + (1 - 2k_p)a \chi_2(t)
\end{align*}
\] (8.35, 8.36)

Next, let \( \eta_1 = a \chi_1 \), and let \( \eta_2 = \chi_2 \). The \( \dot{\eta} \) equations are then

\[
\begin{align*}
\dot{\eta}_1(t) &= a \eta_2(t) \\
\dot{\eta}_2(t) &= -a \eta_1(t) + (1 - 2k_p)a \eta_2(t)
\end{align*}
\] (8.37, 8.38)

Finally, let the time variable \( t = a \tau \), which implies that

\[
\frac{d}{d \tau} = \frac{1}{a} \frac{d}{dt}
\]

Equation (8.37) now becomes

\[
\begin{align*}
\frac{d \eta_1}{d \tau}(\tau) &= \eta_2(\tau) \\
\frac{d \eta_2}{d \tau}(\tau) &= -\eta_1(\tau) + (1 - 2k_p) \eta_2(\tau)
\end{align*}
\] (8.39, 8.40)

which is independent of \( a \). The same transform can be applied to the system governed by the \( A_1 \) matrix, which then also becomes independent of \( a \). The resulting system equations in these
transformed coordinates are

\[
\dot{\eta}(\tau) = A\eta_i \eta(\tau), \ i = 1, 2
\]

\[
A_{\eta 1} = \begin{bmatrix} 0 & 1 \\ -1/2 & (1 - k_p) \end{bmatrix}, \quad A_{\eta 2} = \begin{bmatrix} 0 & 1 \\ -1 & (1 - 2k_p) \end{bmatrix}
\] (8.41)

We can then apply equations (8.14)-(8.16) to (8.41), whose solution will be independent of \(a\). By reversing the coordinate transforms on resulting solution, we see that the effect of increasing \(a\) is to scale down the amplitude and scale up the frequency of the resulting oscillations. Equivalently, the switching intervals \(t_1^*\) and \(t_2^*\) are scaled by \(1/a\). This result allows us to present the following proposition.

**Proposition 3** Consider the system (8.33). Let the solution of the limit cycle problem with \(a = a^*\) be denoted by \([\gamma_0^T, t_1^*, t_2^*]^T\). Then, if \(a = a^*c_1\), where \(c_1 > 0\), \(1/c_1[\gamma_0^T, t_1^*, t_2^*]^T\) is a solution to the limit-cycle problem.

### 8.3.3 Stability of Self-Excited Limit Cycles

We will now investigate the stability of the resulting limit cycles. Note that the solution of (8.8) evolving according to \(\Phi^*\) obeys the Poincare mapping,

\[
\gamma_0^* = \Psi(\gamma_0^*) = e^{A_1 t_2^*} e^{A_2 t_1^*} e^{A_1 t_2^*} e^{A_2 t_1^*} \gamma_0^*
\] (8.42)

The (local) stability of this mapping is determined by linearizing the mapping about the fixed point \(\gamma_0^*\); if the eigenvalues have magnitude less than 1, then the solution is locally stable [95]. Note that \(t_1^*\) and \(t_2^*\) are in fact dependent on the state \(\gamma_0^*\); therefore in linearizing the system, the dependence
of the switching times on the state $\gamma$ must be considered. To do this, we define the mappings

$$\Psi_1(\gamma) = e^{A_2 \bar{t}_1} \gamma, \quad \Psi_2(\gamma) = e^{A_1 \bar{t}_2} \gamma$$

We also define

$$\kappa = [-K_1, 1][I - e^{A_1 \bar{t}_2}]$$

It can then be shown using [95] that the differential of these maps can be computed as,

$$d\Psi_1(\gamma) = \left( I - \frac{A_2 \gamma \bar{K}^T}{\bar{K}^T A_2 \gamma} \right) e^{A_2 \bar{t}_1}$$

$$d\Psi_2(\gamma) = \left( I - \frac{A_1 \gamma \kappa^T}{\kappa^T A_1 \gamma} \right) e^{A_1 \bar{t}_2}$$

We can then calculate the differential of the Poincare map as

$$d\Psi(\gamma^*) = [d\Psi_2(\gamma^*(\bar{t}_1)) d\Psi_1(\gamma_0^*)]^2$$

where $\gamma^*(\bar{t}_1) = e^{A_2 \bar{t}_1} \gamma_0^*$. Note that though these mappings are dependent on $\Phi^*$; however, we have suppressed this dependence in our notation for clarity in the definition of the differential. Since, for any square matrix $A$ with eigenvalues $\lambda$, the eigenvalues of $A^2$ are equal to $\lambda^2$, we need only compute the eigenvalues of the matrix $d\Psi_2(\gamma^*(\bar{t}_1)) d\Psi_1(\gamma_0^*)$. This is the limit of our analytical results, as we do not possess an analytical form for $\gamma_0^*$. However, this condition can be quickly verified for any system using the numerical results of Section 8.3.1.
8.4 Simulation Results

We now continue our examination of the limit cycles through simulation. These simulations are performed on a system obeying (8.33), where $a = 1$, and $r = 0.5$. First, we explore the variation of the solution to the limit cycle problem $\Phi^*$ with respect to the controller gain $k_p$. The effect of the gain $k_p$ on the limit cycle solution is difficult to determine analytically; we instead explore its effect in simulation. Simultaneously, we verify the capability of the proposed Newton-Raphson method in computing the limit cycles by comparing its results to those observed in simulation.

Fig. 8.4 shows the switching times of the limit cycle as computed by both the Newton-Raphson algorithm and directly from simulation of the dynamics. The range of $k_p$ considered was 0.55 to 0.99. There are several features of note on this figure. First, we are able to confirm the algorithm’s effectiveness at computing the solution to the limit cycle with a scalar plant, as the simulation results agree very closely with the algorithm results. Second, looking at Fig. 8.4, we see that as
Figure 8.5: Limit cycle solutions computed from algorithm and simulation, versus gain $k_p$.

$k_p$ approaches 1, the system spends more and more time in the play region (denoted $t_2$) versus the linear region (denoted $t_1$). This is because the eigenvalues in the linear region are significantly faster than those in the play region when $k_p$ is high, meaning the system must spend more time in the play region to keep the system in steady state. Accordingly, smaller values of $k_p$ results in the system spending more time in the linear region than the play region.

Fig. 8.5 shows the variation of the limit cycle solutions with $k_p$. Again, we see that the simulation and algorithm calculations are in tight agreement. Fig. 8.5 also indicates that as $k_p$ approaches 0.5, the limit cycle solutions rapidly grow in size. This signals a rapid growth in the amplitude of the limit cycles for $k_p$, with the system becoming unstable for $k_p > 0.5$. Furthermore, Fig. 8.6 shows that the amplitude of the oscillations is strongly correlated with the size of $\alpha_0$.

Propositions 1-3 show that the bias, amplitude, and frequency of the limit cycles generated in the closed-loop system are related to the parameters of the system or, in the case of the bias,
to an external input. Our next set of simulations verify our ability to tune the properties of these oscillations, in particular, the frequency and amplitude of these limit cycles. We will demonstrate this property by running our system with two different sets of parameters, and then scaling or shifting one of the resulting solutions so that it equals the other. The oscillator (8.8) is first run with $W_0 = \sigma(0) = 0$, $x(0) = 1$, $a = 5$, $k_p = 0.75$, and $r = 0.5$. This solution is used as a base to construct the limit cycles obtained from different parameter sets. In particular, we look at tuning the amplitude of the oscillations by changing the play radius $r$. The play radius was increased to $r = 1$, and the simulation was rerun yielding what we call the true solution. We then multiplied the base solution by the ratio of the two radii, which is 2, to construct the scaled solution.

Figs. 8.7 and 8.8 compare the true and scaled solutions. From Fig. 8.7, we see a slight phase shift between the oscillations, which is caused by differences in the transient behaviors of the systems. This phase difference can be computed with Fourier analysis, which can then be used to
compute the appropriate time offset to move the signals into phase, as was done in Fig. 8.8. This figure confirms our theoretical expectations, with the oscillations matching up exactly.

We then explore tuning the oscillations through manipulation of the parameter $a$. The same solution was used for the base as in the Figs. 8.7 and 8.8, and the true solution was generated from (8.8) with $a = 10$. Fig. 8.9 shows the comparison between the true and scaled solutions at the steady state, once the phase offset is correctly included. Again, we see the agreement between the two solutions.
Figure 8.8: True solution and Scaled solution for $r = 1$ at steady state, with phase offset included.

Figure 8.9: True solution and Scaled solution for $a = 10$ at steady state, with phase offset included.
Chapter 9

Conclusions and Future Work

9.1 Conclusions

Systems with hysteresis have been explored for over a century, but have recently garnered tremendous attention due to developments in smart materials. Motivated by the performance demands of technologies such as Scanning Probe Microscopy, we have explored the application of servocompensators to systems with hysteresis. Such controllers bridge the conceptual gap observed in the literature between rejection-focused controllers and inversion-focused controllers.

We first discussed the design of robust servocompensators, and proposed their use in a system modeled by a cascade of a modified PI operator and uncertain linear dynamics. By utilizing hysteresis inversion together with the robust servocompensator, we were able to prove the asymptotic stability and periodicity of the closed-loop system at steady state. The periodicity of the solution then allowed us to prove that a multi-harmonic servocompensator could directly attenuate the effect of hysteresis at steady state. These results were then confirmed through experiments conducted on a commercial nanopositioner, where we observed that the multi-harmonic servocompensator could significantly outperform existing methods in nanopositioning control, such as Iterative Learning Control and Proportional-Integral control.

Next, we performed harmonic analysis on hysteresis operators. In particular, we showed that the output of PKP and play operators can be formulated as a Fourier series, and presented sample calculations for sinusoidal and sawtooth signals. For play operators, we demonstrated that the
coefficients of the Fourier series are polynomial functions of the radius of the play operator and amplitude of the input.

After confirming the potential of the multi-harmonic servocompensator for controlling systems with hysteresis, we then began to address shortcomings in the approach. The first shortcoming we addressed was the requirement that the frequency of the reference trajectory was required \textit{a priori} for the design of the servocompensator. A frequency-estimation based adaptive servocompensator, which we referred to as an indirect adaptive servocompensator, was proposed to solve this problem. We began by demonstrating the failings of existing adaptive servocompensator designs for our problem. As an alternative, we then presented a slow-adaptation based adaptive law coupled with a frequency-domain stabilizing controller. The stability of this controller was then proved using the theory of two-time-scale adaptation. Several combinations of reference trajectories and disturbances were considered, including some not directly applicable to nanopositioning applications. We then confirmed the stability and effectiveness of the indirect adaptive servocompensator through simulations and experiments, including showing some interesting properties regarding the behavior of the adaptation law.

We next addressed the requirement that hysteresis inversion be included in the controller to prove the stability of the closed-loop system. We saw that if an integral action was present in the controller, a coordinate transform could be defined in order to place the system into a switched system form, where the switching is governed by the states of the hysteresis operator. A common Lyapunov approach was then taken which, together with an LMI condition, allowed us to prove the stability and tracking error convergence of the closed-loop system when constant references were considered. These results allowed us to prove the boundedness of the system when a servocompensator was used to control the system. By removing the requirement of hysteresis inversion, we were able to experimentally demonstrate that the multi-harmonic servocompensator without using
hysteresis inversion can produce half the tracking error as the multi-harmonic servocompensator when inversion is used.

Motivated by observations made during our research into the LMI condition, we then investigated circumstances where a system with hysteresis could stabilize to a self-excited limit cycle. In particular, we explored the properties of self-excited limit cycles in an integral-controlled system with backlash. We proposed a Newton-Raphson algorithm capable of calculating the solutions of the limit cycles. We also demonstrated that the amplitude, frequency, and bias of the limit cycles possess linear relationships with parameters in the system.

9.2 Future Work

There remain several open problems for future work. Our LMI result proved the stability of our system with hysteresis when controlled by a servocompensator; however, periodicity of the solutions cannot be proven. In Chapter 7, we assumed the periodicity of solutions in order to demonstrate the effectiveness of the servocompensator, and justified this assumption based on experimental results observed in the literature together with our earlier results in Chapter 3. Proving that this assumption does indeed hold would represent a strong contribution to the field of systems with hysteresis.

A second contribution would involve devising a method of selecting the control gains in order to satisfy the LMI conditions presented in Chapter 7. Our current results serve as an analysis tool, where we can verify the stability of a system with hysteresis. However, there are no currently available methods to select the control gains in order to guarantee that the LMIs are satisfied. In addition, the current LMI framework cannot incorporate state observers, and instead must rely on state feedback.
We also note that in this work, we have used a finite-dimensional, classical or modified PI operator to model the hysteresis, and have assumed that the model uncertainties are limited to the weights of the operator. Conceivably, there will be a mismatch between the hysteresis nonlinearity in a physical system and what can be modeled with a classical/modified PI operator. While this type of modeling error can be reduced by increasing the numbers of play (and deadzone) elements in the PI model along with using sound practices in parameter identification, it is of interest to understand the impact of such modeling error. In particular, one could consider a small, unknown, hysteresis operator \( \delta[v] \) that represents the difference between the actual hysteresis and the identified PI operator. Since the operator \( \delta[\cdot] \) and the rest of the closed-loop system form feedback connections, one interesting approach to potentially analyzing such systems would be to generalize the small gain theorem [64] to the hysteretic setting.

There are also a number of smaller contributions that could be made to extend the work of this dissertation. Preliminary simulations seem to indicate that it is possible to extend the stability results for the \( n \) frequency case of the indirect adaptive servocompensator to include stability in the large. In addition, alternative stabilizing controllers could be designed to improve the performance of the multi-harmonic indirect adaptive servocompensator at high frequencies. An analytical proof for the existence of limit cycles of the system considered here would be a strong contribution. We briefly discussed in Remark 13 how such a proof could be conducted. It is also of interest to gain understanding on whether (8.27) admits a unique solution, as our computational examples have suggested.
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