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Abstract

As the name suggests, multi-objective optimization involves optimizing a number of objectives simultaneously. The problem becomes challenging when the objectives are of conflict to each other, that is, the optimal solution of an objective function is different from that of the other. In solving such problems, with or without the presence of constraints, these problems give rise to a set of trade-off optimal solutions, popularly known as Pareto-optimal solutions. Due to the multiplicity in solutions, these problems were proposed to be solved suitably using evolutionary algorithms which use a population approach in its search procedure. Starting with parameterized procedures in early nineties, the so-called evolutionary multi-objective optimization (EMO) algorithms is now an established field of research and application with many dedicated texts and edited books, commercial softwares and numerous freely downloadable codes, a biannual conference series running successfully since 2001, special sessions and workshops held at all major evolutionary computing conferences, and full-time researchers from universities and industries from all around the globe. In this chapter, we provide a brief introduction to its operating principles and outline the current research and application studies of EMO.

1 Introduction

In the past 15 years, evolutionary multi-objective optimization (EMO) has become a popular and useful field of research and application. Evolutionary optimization (EO) algorithms use a population based approach in which more than one solution participates in an iteration and evolves a new population of solutions in each iteration. The reasons for their popularity are many: (i) EOs do not require any derivative information (ii) EOs are relatively simple to implement and (iii) EOs are flexible and have a wide-spread applicability. For solving single-objective optimization problems, particularly in finding a single optimal solution, the use of a population of solutions may sound redundant, in solving multi-objective optimization problems an EO procedure is a perfect choice [1]. The multi-objective optimization problems, by nature, give rise to a set of Pareto-optimal solutions which need a further processing to arrive at a single preferred solution. To achieve the first task, it becomes quite a natural proposition to use an EO, because the use of population in an iteration helps an EO to simultaneously find multiple non-dominated solutions, which portrays a trade-off among objectives, in a single simulation run.

In this chapter, we present a brief description of an evolutionary optimization procedure for single-objective optimization. Thereafter, we describe the principles of evolutionary multi-objective optimization. Then, we discuss some salient developments in EMO research. It is clear from these discussions that EMO is not only being found to be useful in solving multi-objective optimization problems, it is also helping to solve other kinds of optimization problems in a better manner than they are traditionally solved. As a by-product, EMO-based solutions are helping to reveal important hidden knowledge about a problem – a matter which is difficult to achieve otherwise. EMO procedures with a decision making concept are
discussed as well. Some of these ideas require further detailed studies and this chapter mentions some such current and future topics in this direction.

2 Evolutionary Optimization (EO) for Single-Objective Optimization

Evolutionary optimization principles are different from classical optimization methodologies in the following main ways [2]:

- **An EO procedure does not usually use gradient information in its search process.** Thus, EO methodologies are direct search procedures, allowing them to be applied to a wide variety of optimization problems.

- **An EO procedure uses more than one solution (a population approach) in an iteration, unlike in most classical optimization algorithms which updates one solution in each iteration (a point approach).** The use of a population has a number of advantages: (i) it provides an EO with a parallel processing power achieving a computationally quick overall search, (ii) it allows an EO to find multiple optimal solutions, thereby facilitating the solution of multi-modal and multi-objective optimization problems, and (iii) it provides an EO with the ability to normalize decision variables (as well as objective and constraint functions) within an evolving population using the population-best minimum and maximum values.

- **An EO procedure uses stochastic operators, unlike deterministic operators used in most classical optimization methods.** The operators tend to achieve a desired effect by using higher probabilities towards desirable outcomes, as opposed to using predetermined and fixed transition rules. This allows an EO algorithm to negotiate multiple optima and other complexities better and provide them with a global perspective in their search.

An EO begins its search with a population of solutions usually created at random within a specified lower and upper bound on each variable. Thereafter, the EO procedure enters into an iterative operation of updating the current population to create a new population by the use of four main operators: selection, crossover, mutation and elite-preservation. The operation stops when one or more pre-specified termination criteria are met.

The initialization procedure usually involve a random creation of solutions. If in a problem the knowledge of some good solutions is available, it is better to use such information in creating the initial population. Elsewhere [3], it is highlighted that for solving complex real-world optimization problems, such a customized initialization is useful and also helpful in achieving a faster search. After the population members are evaluated, the selection operator chooses above-average (in other words, better) solutions with a larger probability to fill an intermediate mating pool. For this purpose, several stochastic selection operators exist in the EO literature. In its simplest form (called the tournament selection [4]), two solutions can be picked at random from the evaluated population and the better of the two (in terms of its evaluated order) can be picked.

The ‘variation’ operator is a collection of a number of operators (such as crossover, mutation etc.) which are used to generate a modified population. The purpose of the crossover operator is to pick two or more solutions (parents) randomly from the mating pool and create one or more solutions by exchanging information among the parent solutions. The crossover operator is applied with a crossover probability \( p_c \in [0, 1] \), indicating the proportion of population members participating in the crossover operation. The remaining \( (1 - p_c) \) proportion of the population is simply copied to the modified (child) population. In the context of real-parameter optimization having \( n \) real-valued variables and involving a crossover with two parent solutions, each variable may be crossed at a time. A probability distribution which depends on the difference between the two parent variable values is often used to create two new numbers as child values around the two parent values [5]. Besides the variable-wise recombination operators, vector-wise recombination operators also suggested to propagate the correlation among variables of parent solutions to the created child solutions [6, 7].

Each child solution, created by the crossover operator, is then perturbed in its vicinity by a mutation operator [2]. Every variable is mutated with a mutation probability \( p_m \), usually set as \( 1/n \) (\( n \) is the number
of variables), so that on an average one variable gets mutated per solution. In the context of real-parameter optimization, a simple Gaussian probability distribution with a predefined variance can be used with its mean at the child variable value [1]. This operator allows an EO to search locally around a solution and is independent on the location of other solutions in the population.

The elitism operator combines the old population with the newly created population and chooses to keep better solutions from the combined population. Such an operation makes sure that an algorithm has a monotonically non-degrading performance. [8] proved an asymptotic convergence of a specific EO but having elitism and mutation as two essential operators.

Finally, the user of an EO needs to choose termination criteria. Often, a predetermined number of generations is used as a termination criterion. For goal attainment problems, an EO can be terminated as soon as a solution with a predefined goal or a target solution is found. In many studies [2, 9, 10, 11], a termination criterion based on the statistics of the current population vis-a-vis that of the previous population to determine the rate of convergence is used. In other more recent studies, theoretical optimality conditions (such as the extent of satisfaction of Karush-Kuhn-Tucker (KKT) conditions) are used to determine the termination of a real-parameter EO algorithm [12]. Although EOs are heuristic based, the use of such theoretical optimality concepts in an EO can also be used to test their converging abilities towards local optimal solutions.

To demonstrate the working of the above-mentioned GA, we show four snapshots of a typical simulation run on the following constrained optimization problem:

\[
\begin{align*}
\text{Minimize} & \quad f(x) = (x_1^2 + x_2 - 11)^2 + (x_1 + x_2^2 - 7)^2 \\
\text{subject to} & \quad g_1(x) = 26 - (x_1 - 5)^2 - x_2^2 \geq 0, \\
& \quad g_2(x) = 20 - 4x_1 - x_2 \geq 0, \\
& \quad 0 \leq (x_1, x_2) \leq 6.
\end{align*}
\] (1)

10 points are used and the GA is run for 100 generations. The SBX recombination operator is used with probability of \( p_c = 0.9 \) and index \( \eta_c = 10 \). The polynomial mutation operator is used with a probability of \( p_m = 0.5 \) with an index of \( \eta_m = 50 \). Figures 1 to 4 show the populations at generation zero, 5, 40 and 100, respectively. It can be observed that in only five generations, all 10 population members become feasible. Thereafter, the points come close to each other and creep towards the constrained minimum point.

The EA procedure is a population-based stochastic search procedure which iteratively emphasizes its better population members, uses them to recombine and perturb locally in the hope of creating new and better populations until a predefined termination criterion is met. The use of a population helps to achieve an implicit parallelism [2, 13, 14] in an EO’s search mechanism (causing an inherent parallel search in different regions of the search space), a matter which makes an EO computationally attractive for solving difficult problems. In the context of certain Boolean functions, a computational time saving to find the optimum varying polynomial to the population size is proven [15]. On one hand, the EO procedure is flexible, thereby allowing a user to choose suitable operators and problem-specific information to suit a specific problem. On the other hand, the flexibility comes with an onus on the part of a user to choose appropriate and tangible operators so as to create an efficient and consistent search [16]. However, the benefits of having a flexible optimization procedure, over their more rigid and specific optimization algorithms, provide hope in solving difficult real-world optimization problems involving non-differentiable objectives and constraints, non-linearities, discreteness, multiple optima, large problem sizes, uncertainties in computation of objectives and constraints, uncertainties in decision variables, mixed type of variables, and others.

A wiser approach to solving optimization problems of the real world would be to first understand the niche of both EO and classical methodologies and then adopt hybrid procedures employing the better of the two as the search progresses over varying degrees of search-space complexity from start to finish. As demonstrated in the above typical GA simulation, there are two phases in the search of a GA. First, the GA exhibits a more global search by maintaining a diverse population, thereby discovering potentially good regions of interest. Second, a more local search takes place by bringing the population members closer together. Although the above GA degenerates to both these search phases automatically without any external intervention, a more efficient search can be achieved if the later local search phase can be identified and executed with a more specialized local search algorithm.
Figure 1: Initial population.

Figure 2: Population at generation 5.

Figure 3: Population at generation 40.

Figure 4: Population at generation 100.
3 Evolutionary Multi-objective Optimization (EMO)

A multi-objective optimization problem involves a number of objective functions which are to be either minimized or maximized. As in a single-objective optimization problem, the multi-objective optimization problem may contain a number of constraints which any feasible solution (including all optimal solutions) must satisfy. Since objectives can be either minimized or maximized, we state the multi-objective optimization problem in its general form:

\[
\begin{aligned}
\text{Minimize/Maximize:} & \quad f_m(x), \quad m = 1, 2, \ldots, M; \\
\text{subject to:} & \quad g_j(x) \geq 0, \quad j = 1, 2, \ldots, J; \\
& \quad h_k(x) = 0, \quad k = 1, 2, \ldots, K; \\
& \quad x^{(L)}_i \leq x_i \leq x^{(U)}_i, \quad i = 1, 2, \ldots, n.
\end{aligned}
\] (2)

A solution \( x \in \mathbb{R}^n \) is a vector of \( n \) decision variables: \( x = (x_1, x_2, \ldots, x_n)^T \). The solutions satisfying the constraints and variable bounds constitute a feasible decision variable space \( S \subset \mathbb{R}^n \). One of the striking differences between single-objective and multi-objective optimization is that in multi-objective optimization the objective functions constitute a multi-dimensional space, in addition to the usual decision variable space. This additional \( M \)-dimensional space is called the objective space, \( Z \subset \mathbb{R}^M \). For each solution \( x \) in the decision variable space, there exists a point \( z \in \mathbb{R}^M \) in the objective space, denoted by \( f(x) = z = (z_1, z_2, \ldots, z_M)^T \). To make the descriptions clear, we refer a ‘solution’ as a variable vector and a ‘point’ as the corresponding objective vector.

The optimal solutions in multi-objective optimization can be defined from a mathematical concept of partial ordering. In the parlance of multi-objective optimization, the term domination is used for this purpose. In this section, we restrict ourselves to discuss unconstrained (without any equality, inequality or bound constraints) optimization problems. The domination between two solutions is defined as follows [1, 17]:

**Definition 3.1** A solution \( x^{(1)} \) is said to dominate the other solution \( x^{(2)} \), if both the following conditions are true:

1. The solution \( x^{(1)} \) is no worse than \( x^{(2)} \) in all objectives. Thus, the solutions are compared based on their objective function values (or location of the corresponding points \( (z^{(1)}, z^{(2)}) \) on the objective space).

2. The solution \( x^{(1)} \) is strictly better than \( x^{(2)} \) in at least one objective.

For a given set of solutions (or corresponding points on the objective space, for example, those shown in Figure 5(a)), a pair-wise comparison can be made using the above definition and whether one point dominates the other can be established. All points which are not dominated by any other member of the

![Figure 5: A set of points and the first non-domination front are shown.](image)

set are called the non-dominated points of class one, or simply the non-dominated points. For the set of six solutions shown in the figure, they are points 3, 5, and 6. One property of any two such points is that a gain in an objective from one point to the other happens only due to a sacrifice in at least one other objective. This trade-off property between the non-dominated points makes the practitioners interested in finding a wide variety of them before making a final choice. These points make up a front when viewed together on the objective space; hence the non-dominated points are often visualized to represent a non-domination front. The computational effort needed to select the points of the non-domination front from a set of \( N \) points is \( O(N \log N) \) for 2 and 3 objectives, and \( O(N \log^{M-2} N) \) for \( M > 3 \) objectives [18].

With the above concept, now it is easier to define the Pareto-optimal solutions in a multi-objective optimization problem. If the given set of points for the above task contain all points in the search space (assuming a countable number), the points lying on the non-domination front, by definition, do not get dominated by any other point in the objective space, hence are Pareto-optimal points (together they constitute the Pareto-optimal front) and the corresponding pre-images (decision variable vectors) are called Pareto-optimal solutions. However, more mathematically elegant definitions of Pareto-optimality (including the ones for continuous search space problems) exist in the multi-objective literature [17, 19].

3.1 Principle of EMO’s Search

In the context of multi-objective optimization, the extremist principle of finding the optimum solution cannot be applied to one objective alone, when the rest of the objectives are also important. Different solutions may produce trade-offs (conflicting outcomes among objectives) among different objectives. A solution that is extreme (in a better sense) with respect to one objective requires a compromise in other objectives. This prohibits one to choose a solution which is optimal with respect to only one objective. This clearly suggests two ideal goals of multi-objective optimization:

1. Find a set of solutions which lie on the Pareto-optimal front, and

2. Find a set of solutions which are diverse enough to represent the entire range of the Pareto-optimal front.

Evolutionary multi-objective optimization (EMO) algorithms attempt to follow both the above principles similar to the other a posteriori MCDM methods (refer to Chapter ).

Although one fundamental difference between single and multiple objective optimization lies in the cardinality in the optimal set, from a practical standpoint a user needs only one solution, no matter whether the associated optimization problem is single or multi-objective. The user is now in a dilemma. Since a number of solutions are optimal, the obvious question arises: Which of these optimal solutions must one choose? This is not an easy question to answer. It involves higher-level information which is often non-technical, qualitative and experience-driven. However, if a set of many trade-off solutions are already worked out or available, one can evaluate the pros and cons of each of these solutions based on all such non-technical and qualitative, yet still important, considerations and compare them to make a choice. Thus, in a multi-objective optimization, ideally the effort must be made in finding the set of trade-off optimal solutions by considering all objectives to be important. After a set of such trade-off solutions are found, a user can then use higher-level qualitative considerations to make a choice. Since an EMO procedure deals with a population of solutions in every iteration, it makes them intuitive to be applied in multi-objective optimization to find a set of non-dominated solutions. Like other a posteriori MCDM methodologies, an EMO based procedure works with the following principle in handling multi-objective optimization problems:

**Step 1** Find multiple non-dominated points as close to the Pareto-optimal front as possible, with a wide trade-off among objectives.

**Step 2** Choose one of the obtained points using higher-level information.

Figure 6 shows schematically the principles, followed in an EMO procedure. Since EMO procedures are heuristic based, they may not guarantee in finding Pareto-optimal points, as a theoretically provable optimization method would do for tractable (for example, linear or convex) problems. But EMO procedures have essential operators to constantly improve the evolving non-dominated points (from the point of view of convergence and diversity discussed above) similar to the way most natural and artificial evolving systems
continuously improve their solutions. To this effect, a recent simulation study [12] has demonstrated that a particular EMO procedure, starting from random non-optimal solutions, can progress towards theoretical Karush-Kuhn-Tucker (KKT) points with iterations in real-valued multi-objective optimization problems. The main difference and advantage of using an EMO compared to a posteriori MCDM procedures is that multiple trade-off solutions can be found in a single simulation run, as most a posteriori MCDM methodologies would require multiple applications.

In Step 1 of the EMO-based multi-objective optimization (the task shown vertically downwards in Figure 6), multiple trade-off, non-dominated points are found. Thereafter, in Step 2 (the task shown horizontally, towards the right), higher-level information is used to choose one of the obtained trade-off points. This dual task allows an interesting feature, if applied for solving single-objective optimization problems. It is easy to realize that a single-objective optimization is a degenerate case of multi-objective optimization, as shown in details in another study [20]. In the case of single-objective optimization having only one globally optimal solution, Step 1 will ideally find only one solution, thereby not requiring us to proceed to Step 2. However, in the case of single-objective optimization having multiple global optima, both steps are necessary to first find all or multiple global optima, and then to choose one solution from them by using a higher-level information about the problem. Thus, although seems ideal for multi-objective optimization, the framework suggested in Figure 6 can be ideally thought as a generic principle for both single and multiple objective optimization.

3.2 Generating Classical Methods and EMO

In the generating MCDM approach, the task of finding multiple Pareto-optimal solutions is achieved by executing many independent single-objective optimizations, each time finding a single Pareto-optimal solution. A parametric scalarizing approach (such as the weighted-sum approach, \(\epsilon\)-constraint approach, and others) can be used to convert multiple objectives into a parametric single-objective objective function. By simply varying the parameters (weight vector or \(\epsilon\)-vector) and optimizing the scalarized function, different Pareto-optimal solutions can be found. In contrast, in an EMO, multiple Pareto-optimal solutions are attempted to be found in a single simulation by emphasizing multiple non-dominated and isolated solutions. We discuss a little later some EMO algorithms describing how such dual emphasis is provided, but now discuss qualitatively the difference between a posteriori MCDM and EMO approaches.

Consider Figure 7, in which we sketch how multiple independent parametric single-objective optimizations may find different Pareto-optimal solutions. The Pareto-optimal front corresponds to global optimal solutions of several scalarized objectives. However, during the course of an optimization task, algorithms must overcome a number of difficulties, such as infeasible regions, local optimal solutions, flat regions of objective functions, isolation of optimum, etc., to converge to the global optimal solution. Moreover, due to practical limitations, an optimization task must also be completed in a reasonable computational time.
This requires an algorithm to strike a good balance between the extent of these tasks its search operators must do to overcome the above-mentioned difficulties reliably and quickly. When multiple simulations are performed to find a set of Pareto-optimal solutions, the above balancing act must have to performed in every single simulation. Since simulations are performed independently, no information about the success or failure of previous simulations is used to speed up the process. In difficult multi-objective optimization problems, such memory-less a posteriori methods may demand a large overall computational overhead to get a set of Pareto-optimal solutions. Moreover, even though the convergence can be achieved in some problems, independent simulations can never guarantee finding a good distribution among obtained points.

EMO, as mentioned earlier, constitutes an inherent parallel search. When a population member overcomes certain difficulties and make a progress towards the Pareto-optimal front, its variable values and their combination reflect this fact. When a recombination takes place between this solution and other population members, such valuable information of variable value combinations gets shared through variable exchanges and blending, thereby making the overall task of finding multiple trade-off solutions a parallelly processed task.

3.3 Elitist Non-dominated Sorting GA or NSGA-II

The NSGA-II procedure [21] is one of the popularly used EMO procedures which attempt to find multiple Pareto-optimal solutions in a multi-objective optimization problem and has the following three features:

1. It uses an elitist principle,
2. it uses an explicit diversity preserving mechanism, and
3. it emphasizes non-dominated solutions.

At any generation $t$, the offspring population (say, $Q_t$) is first created by using the parent population (say, $P_t$) and the usual genetic operators. Thereafter, the two populations are combined together to form a new population (say, $R_t$) of size $2N$. Then, the population $R_t$ classified into different non-domination classes. Thereafter, the new population is filled by points of different non-domination fronts, one at a time. The filling starts with the first non-domination front (of class one) and continues with points of the second non-domination front, and so on. Since the overall population size of $R_t$ is $2N$, not all fronts can be accommodated in $N$ slots available for the new population. All fronts which could not be accommodated are deleted. When the last allowed front is being considered, there may exist more points in the front than the remaining slots in the new population. This scenario is illustrated in Figure 8. Instead of arbitrarily discarding some members from the last front, the points which will make the diversity of the selected points the highest are chosen.

The crowded-sorting of the points of the last front which could not be accommodated fully is achieved in the descending order of their crowding distance values and points from the top of the ordered list are chosen. The crowding distance $d_i$ of point $i$ is a measure of the objective space around $i$ which is not occupied by any other solution in the population. Here, we simply calculate this quantity $d_i$ by estimating

![Figure 7: Generative MCDM methodology employs multiple, independent single-objective optimizations.](image-url)
the perimeter of the cuboid (Figure 9) formed by using the nearest neighbors in the objective space as the vertices (we call this the crowding distance).

Next, we show snapshots of a typical NSGA-II simulation on a two-objective test problem:

\[
\begin{align*}
&\text{Minimize } f_1(x) = x_1, \\
&\text{Minimize } f_2(x) = g(x) \left(1 - \sqrt{f_1(x)/g(x)}\right), \\
&\text{where } g(x) = 1 + \frac{9}{29} \sum_{i=2}^{30} x_i, \\
&0 \leq x_1 \leq 1, \\
&-1 \leq x_i \leq 1, \quad i = 2, 3, \ldots, 30.
\end{align*}
\]  

NSGA-II is run with a population size of 100 and for 100 generations. The variables are used as real numbers and an SBX recombination operator with \(p_c = 0.9\) and distribution index of \(\eta_c = 10\) and a polynomial mutation operator [1] with \(p_m = 1/n\) (\(n\) is the number of variables) and distribution index of \(\eta_m = 20\) are used. Figure 10 is the initial population shown on the objective space. Figures 11, 12, and 13 show populations at generations 10, 30 and 100, respectively. The figures illustrate how the operators of NSGA-II cause the population to move towards the Pareto-optimal front with generations. At generation 100, the population comes very close to the true Pareto-optimal front.

4 Applications of EMO

Since the early development of EMO algorithms in 1993, they have been applied to many real-world and interesting optimization problems. Descriptions of some of these studies can be found in books [1, 22, 23], dedicated conference proceedings [24, 25, 26, 27], and domain-specific books, journals and proceedings. In this section, we describe one case study which clearly demonstrates the EMO philosophy which we described in Section 3.1.

4.1 Spacecraft Trajectory Design

[28] proposed a multi-objective optimization technique using the original non-dominated sorting algorithm (NSGA) [29] to find multiple trade-off solutions in a spacecraft trajectory optimization problem. To evaluate a solution (trajectory), the SEPTOP (Solar Electric Propulsion Trajectory Optimization) software [30] is called for, and the delivered payload mass and the total time of flight are calculated. The multi-objective optimization problem has eight decision variables controlling the trajectory, three objective functions: (i) maximize the delivered payload at destination, (ii) maximize the negative of the time of flight, and (iii) maximize the total number of heliocentric revolutions in the trajectory, and three constraints limiting the SEPTOP convergence error and minimum and maximum bounds on heliocentric revolutions.
Figure 10: Initial population.

Figure 11: Population at generation 10.

Figure 12: Population at generation 30.

Figure 13: Population at generation 100.
On the Earth–Mars rendezvous mission, the study found interesting trade-off solutions [28]. Using a population of size 150, the NSGA was run for 30 generations. The obtained non-dominated solutions are shown in Figure 14 for two of the three objectives and some selected solutions are shown in Figure 15. It is clear that there exist short-time flights with smaller delivered payloads (solution marked 44) and long-time flights with larger delivered payloads (solution marked 36). Solution 44 can deliver a mass of 685.28 kg and requires about 1.12 years. On other hand, an intermediate solution 72 can deliver almost 862 kg with a travel time of about 3 years. In these figures, each continuous part of a trajectory represents a thrusting arc and each dashed part of a trajectory represents a coasting arc. It is interesting to note that only a small improvement in delivered mass occurs in the solutions between 73 and 72 with a sacrifice in flight time of about an year.

The multiplicity in trade-off solutions, as depicted in Figure 15, is what we envisaged in discovering in a multi-objective optimization problem by using a posteriori procedure, such as an EMO algorithm. This aspect was also discussed in Figure 6. Once such a set of solutions with a good trade-off among objectives is obtained, one can analyze them for choosing a particular solution. For example, in this problem context, it makes sense to not choose a solution between points 73 and 72 due to poor trade-off between the objectives in this range. On the other hand, choosing a solution within points 44 and 73 is worthwhile, but which particular solution to choose depends on other mission related issues. But by first finding a wide range of possible solutions and revealing the shape of front, EMO can help narrow down the choices and allow a decision maker to make a better decision. Without the knowledge of such a wide variety of trade-off solutions, a proper decision-making may be a difficult task. Although one can choose a scalarized objective (such as the $\epsilon$-constraint method with a particular $\epsilon$ vector) and find the resulting optimal solution, the decision-maker will always wonder what solution would have been derived if a different $\epsilon$ vector was chosen. For example, if $\epsilon_1 = 2.5$ years is chosen and mass delivered to the target is maximized, a solution in between points 73 and 72 will be found. As discussed earlier, this part of the Pareto-optimal front does not provide the best trade-offs between objectives that this problem can offer. A lack of knowledge of good trade-off regions before a decision is made may allow the decision maker to settle for a solution which, although optimal, may not be a good compromised solution. The EMO procedure allows a flexible and a pragmatic procedure for finding a well-diversified set of solutions simultaneously so as to enable picking a particular region for further analysis or a particular solution for implementation.
5 Constraint Handling in EMO

The constraint handling method modifies the binary tournament selection, where two solutions are picked from the population and the better solution is chosen. In the presence of constraints, each solution can be either feasible or infeasible. Thus, there may be at most three situations: (i) both solutions are feasible, (ii) one is feasible and other is not, and (iii) both are infeasible. We consider each case by simply redefining the domination principle as follows (we call it the constrained-domination condition for any two solutions $x^{(i)}$ and $x^{(j)}$):

**Definition 5.1** A solution $x^{(i)}$ is said to ‘constrained-dominate’ a solution $x^{(j)}$ (or $x^{(i)} \preceq_c x^{(j)}$), if any of the following conditions are true:

1. Solution $x^{(i)}$ is feasible and solution $x^{(j)}$ is not.
2. Solutions $x^{(i)}$ and $x^{(j)}$ are both infeasible, but solution $x^{(i)}$ has a smaller constraint violation, which can be computed by adding the normalized violation of all constraints:

$$CV(x) = \sum_{j=1}^{J} (\bar{g}_j(x)) + \sum_{k=1}^{K} \text{abs}(\bar{h}_k(x)),$$

Figure 15: Four trade-off trajectories.
where \( \langle \alpha \rangle \) is \(-\alpha\), if \( \alpha < 0 \) and is zero, otherwise. The normalization is achieved with the population minimum \((\langle g_j \rangle_{\text{min}})\) and maximum \((\langle g_j \rangle_{\text{max}})\) constraint violations: 

\[
\bar{g}_j(x) = \frac{(\langle g_j(x) \rangle - \langle g_j \rangle_{\text{min}})}{(\langle g_j \rangle_{\text{max}} - \langle g_j \rangle_{\text{min}})}.
\]

3. Solutions \( x^{(i)} \) and \( x^{(j)} \) are feasible and solution \( x^{(i)} \) dominates solution \( x^{(j)} \) in the usual sense (Definition 3.1).

The above change in the definition requires a minimal change in the NSGA-II procedure described earlier. Figure 16 shows the non-domination fronts on a six-membered population due to the introduction of two constraints (the minimization problem is described as CONSTR elsewhere [1]). In the absence of the constraints, the non-domination fronts (shown by dashed lines) would have been \(((1,3,5), (2,6), (4))\), but in their presence, the new fronts are \(((4,5), (6), (2), (1), (3))\). The first non-domination front consists of the “best” (that is, non-dominated and feasible) points from the population and any feasible point lies on a better non-domination front than an infeasible point.

6 Performance Measures Used in EMO

There are two goals of an EMO procedure: (i) a good convergence to the Pareto-optimal front and (ii) a good diversity in obtained solutions. Since both are conflicting in nature, comparing two sets of trade-off solutions also require different performance measures. In the early years of EMO research, three different sets of performance measures were used:

1. Metrics evaluating convergence to the known Pareto-optimal front (such as error ratio, distance from reference set, etc.),

2. Metrics evaluating spread of solutions on the known Pareto-optimal front (such as spread, spacing, etc.), and

3. Metrics evaluating certain combinations of convergence and spread of solutions (such as hypervolume, coverage, R-metrics, etc.).

A detailed study [31] comparing most existing performance metrics based on out-performance relations has concluded that R-metrics suggested by [32] are the best. However, a study has argued that a single unary performance measure (any of the first two metrics described above in the enumerated list) cannot adequately determine a true winner, as both aspects of convergence and diversity cannot be measured by a single performance metric [33]. That study also concluded that binary performance metrics (indicating usually two different values when a set of solutions \( A \) is compared against \( B \) and \( B \) is compared against \( A \)), such as epsilon-indicator, binary hypervolume indicator, utility indicators R1 to R3, etc., are better measures for multi-objective optimization. The flip side is that the binary metrics computes \( M(M - 1) \) performance values for two algorithms in an \( M \)-objective optimization problem, by analyzing all pair-wise
performance comparisons, thereby making them difficult to use in practice. In addition, unary and binary attainment indicators of [34, 35] are of great importance. Figures 17 and 18 illustrate the hypervolume and attainment indicators. Attainment surface is useful to determine a representative front obtained from multiple runs of an EMO algorithm. In general, 50% surface can be used to indicate the front that is dominated by 50% of all obtained non-dominated points.

7 EMO and Decision-making

Finding a set of representative Pareto-optimal solutions using an EMO procedure is half the task; choosing a single preferred solution from the obtained set is also an equally important task. There are three main directions of developments in this direction.

In the a-priori approach, preference information of a decision-maker (DM) is used to focus the search effort into a part of the Pareto-optimal front, instead of the entire frontier. For this purpose, a reference point approach [36], a reference direction approach [37], “light beam” approach [38] etc. have been incorporated in a NSGA-II procedure to find a preferred part of the Pareto-optimal frontier.

In the a-posteriori approach, preference information is used after a set of representative Pareto-optimal solutions are found by an EMO procedure. The multiple criteria decision making (MCDM) approaches including reference point method, Tchebyshev metric method etc. [17] can be used. This approach is now believed to be applicable only to two, three or at most four-objective problems. As the number of objectives increase, EMO methodologies exhibit difficulties in converging close to the Pareto-optimal front and the a-posteriori approaches become a difficult proposition.

In the interactive approach, DM’s preference information is integrated to an EMO algorithm during the optimization run. In the progressively interactive EMO approach [39], the DM is called after every \( \tau \) generations and is presented with a few well-diversified solutions chosen from the current non-dominated front. The DM is then asked to rank the solutions according to preference. The information is then processed through an optimization task to capture DM’s preference using an utility function. This utility function is then used to drive NSGA-II’s search till the procedure is repeated in the next DM call.

The decision-making procedure integrated with an EMO procedure makes the multi-objective optimization procedure complete. More such studies must now be executed to make EMO more usable in practice.
8 Multiobjectivization

Interestingly, the act of finding multiple trade-off solutions using an EMO procedure has found its application outside the realm of solving multi-objective optimization problems per se. The concept of finding multiple trade-off solutions using an EMO procedure is applied to solve other kinds of optimization problems that are otherwise not multi-objective in nature. For example, the EMO concept is used to solve constrained single-objective optimization problems by converting the task into a two-objective optimization task of additionally minimizing an aggregate constraint violation [40]. This eliminates the need to specify a penalty parameter while using a penalty based constraint handling procedure. A recent study [41] utilizes a bi-objective NSGA-II to find a Pareto-optimal frontier corresponding to minimizations of the objective function and constraint violation. The frontier is then used to estimate an appropriate penalty parameter, which is then used to formulate a penalty based local search problem and is solved using a classical optimization method. The approach is shown to require an order or two magnitude less function evaluations than the existing constraint handling methods on a number of standard test problems.

A well-known difficulty in genetic programming studies, called the ‘bloating’, arises due to the continual increase in size of genetic programs with iteration. The reduction of bloating by minimizing the size of programs as an additional objective helped find high-performing solutions with a smaller size of the code [42]. Minimizing the intra-cluster distance and maximizing inter-cluster distance simultaneously in a bi-objective formulation of a clustering problem is found to yield better solutions than the usual single-objective minimization of the ratio of the intra-cluster distance to the inter-cluster distance [43]. A recent edited book [44] describes many such interesting applications in which EMO methodologies have helped solve problems which are otherwise (or traditionally) not treated as multi-objective optimization problems.

8.1 Knowledge Discovery Through EMO

One striking difference between a single-objective optimization and multi-objective optimization is the cardinality of the solution set. In latter, multiple solutions are the outcome and each solution is theoretically an optimal solution corresponding to a particular trade-off among the objectives. Thus, if an EMO procedure can find solutions close to the true Pareto-optimal set, what we have in our hand are a number of high-performing solutions trading-off the conflicting objectives considered in the study. Since they are all near optimal, these solutions can be analyzed for finding properties which are common to them. Such a procedure can then become a systematic approach in deciphering important and hidden properties which optimal and high-performing solutions must have for that problem. In a number of practical problem-solving tasks, the so-called innovization procedure is shown to find important knowledge about high-performing solutions [45]. Figure 19 shows that of the five decision variables involved in an electric motor design problem involving minimum cost and maximum peak-torque, four variables have identical values for all Pareto-optimal solutions [46]. Of the two allowable electric connections, the ‘Y’-type connection; of three laminations, ‘Y’-type lamination; of 10 to 80 different turns, 18 turns, and of 16 different wire sizes, 16-gauge wire remain common to all Pareto-optimal solutions. The only way the solutions vary is having different number of laminations. In fact, for a motor having more peak-torque, a linearly increasing number of laminations becomes a recipe for optimal more design. Such useful properties are expected to exist in practical problems, as they follow certain scientific and engineering principles at the core, but finding them through a systematic scientific procedure had not been paid much attention in the past. The principle of first searching for multiple trade-off and high-performing solutions using a multi-objective optimization procedure and then analyzing them to discover useful knowledge certainly remains a viable way forward. The current efforts [47] to automate the knowledge extraction procedure through a sophisticated data-mining task is promising and should make the overall approach more appealing to the practitioners.

9 Hybrid EMO procedures

The search operators used in EMO are generic. There is no guarantee that an EMO will find any Pareto-optimal solution in a finite number of solution evaluations for an arbitrary problem. However, as discussed above, EMO methodologies provide adequate emphasis to currently non-dominated and isolated solutions so that population members progress towards the Pareto-optimal front iteratively. To make the overall procedure faster and to perform the task with a more guaranteed manner, EMO methodologies must
be combined with mathematical optimization techniques having local convergence properties. A simple-minded approach would be to start the optimization task with an EMO and the solutions obtained from EMO can be improved by optimizing a composite objective derived from multiple objectives to ensure a good spread by using a local search technique. Another approach would be to use a local search technique as a mutation-like operator in an EMO so that all population members are at least guaranteed local optimal solutions. A study [48] has demonstrated that the latter approach is an overall better approach from a computational point of view.

However, the use of a local search technique within an EMO has another advantage. Since, a local search can find a weak or a near Pareto-optimal point, the presence of such super-individual in a population can cause other near Pareto-optimal solutions to be found as a outcome of recombination of the super-individual with other population members. A recent study has demonstrated this aspect [49].

### 10 Practical EMOs

Here, we describe some recent advances of EMO in which different practicalities are considered.

#### 10.1 EMO for Many Objectives

With the success of EMO in two and three objective problems, it has become an obvious quest to investigate if an EMO procedure can also be used to solve four or more objective problems. An earlier study [50] with eight objectives revealed somewhat negative results. EMO methodologies work by emphasizing non-dominated solutions in a population. Unfortunately, as the number of objectives increase, most population members in a randomly created population tend to become non-dominated to each other. For example, in a three-objective scenario, about 10% members in a population of size 200 are non-dominated, whereas in a 10-objective problem scenario, as high as 90% members in a population of size 200 are non-dominated. Thus, in a large-objective problem, an EMO algorithm runs out of room to introduce new population members into a generation, thereby causing a stagnation in the performance of an EMO algorithm. Moreover, an exponentially large population size is needed to represent a large-dimensional Pareto-optimal front. This
makes an EMO procedure slow and computationally less attractive. However, practically speaking, even if an algorithm can find tens of thousands of Pareto-optimal solutions for a multi-objective optimization problem, besides simply getting an idea of the nature and shape of the front, they are simply too many to be useful for any decision making purposes. Keeping these views in mind, EMO researchers have taken two different approaches in dealing with large-objective problems.

10.1.1 Finding a Partial Set

Instead of finding the complete Pareto-optimal front in a problem having a large number of objectives, EMO procedures can be used to find only a part of the Pareto-optimal front. This can be achieved by indicating preference information by various means. Ideas, such as reference point based EMO [36, 51], ‘light beam search’ [38], biased sharing approaches [52], cone dominance [53] etc. are suggested for this purpose. Each of these studies have shown that up to 10 and 20-objective problems, although finding the complete frontier is a difficulty, finding a partial frontier corresponding to certain preference information is not that difficult a proposition. Despite the dimension of the partial frontier being identical to that of the complete Pareto-optimal frontier, the closeness of target points in representing the desired partial frontier helps make only a small fraction of an EMO population to be non-dominated, thereby making rooms for new and hopefully better solutions to be found and stored.

The computational efficiency and accuracy observed in some EMO implementations have led a distributed EMO study [53] in which each processor in a distributed computing environment receives a unique cone for defining domination. The cones are designed carefully so that at the end of such a distributed computing EMO procedure, solutions are found to exist in various parts of the complete Pareto-optimal front. A collection of these solutions together is then able to provide a good representation of the entire original Pareto-optimal front.

10.1.2 Identifying and Eliminating Redundant Objectives

Many practical optimization problems can easily list a large number of objectives (often more than 10), as many different criterion or goals are often of interest to practitioners. In most instances, it is not entirely sure whether the chosen objectives are all in conflict to each other or not. For example, minimization of weight and minimization of cost of a component or a system are often mistaken to have an identical optimal solution, but may lead to a range of trade-off optimal solutions. Practitioners do not take any chance and tend to include all (or as many as possible) objectives into the optimization problem formulation. There is another fact which is more worrisome. Two apparently conflicting objectives may show a good trade-off when evaluated with respect to some randomly created solutions. But if these two objectives are evaluated for solutions close to their optima they tend to show a good correlation. That is, although objectives can exhibit conflicting behavior for random solutions, near their Pareto-optimal front, the conflict vanishes and optimum of one becomes close to the optimum of the other.

Thinking of the existence of such problems in practice, recent studies [54, 55] have performed linear and non-linear principal component analysis (PCA) to a set of EMO-produced solutions. Objectives causing positively correlated relationship between each other on the obtained NSGA-II solutions are identified and are declared as redundant. The EMO procedure is then restarted with non-redundant objectives. This combined EMO-PCA procedure is continued until no further reduction in the number of objectives is possible. The procedure has handled practical problems involving five and more objectives and has shown to reduce the choice of real conflicting objectives to a few. On test problems, the proposed approach has shown to reduce an initial 50-objective problem to the correct three-objective Pareto-optimal front by eliminating 47 redundant objectives. Another study [56] used an exact and a heuristic-based conflict identification approach on a given set of Pareto-optimal solutions. For a given error measure, an effort is made to identify a minimal subset of objectives which do not alter the original dominance structure on a set of Pareto-optimal solutions. This idea has recently been introduced within an EMO [57], but a continual reduction of objectives through a successive application of the above procedure would be interesting.

This is a promising area of EMO research and definitely more computationally faster objective-reduction techniques are needed for the purpose. In this direction, the use of alternative definitions of domination is important. One such idea redefined the definition of domination: a solution is said to dominate another solution, if the former solution is better than latter in more objectives. This certainly excludes finding the entire Pareto-optimal front and helps an EMO to converge near the intermediate and central part of
the Pareto-optimal front. Another EMO study used a fuzzy dominance [58] relation (instead of Pareto-dominance), in which superiority of one solution over another in any objective is defined in a fuzzy manner. Many other such definitions are possible and can be implemented based on the problem context.

10.2 Dynamic EMO

Dynamic optimization involves objectives, constraints, or problem parameters which change over time. This means that as an algorithm is approaching the optimum of the current problem, the problem definition has changed and now the algorithm must solve a new problem. Often, in such dynamic optimization problems, an algorithm is usually not expected to find the optimum, instead it is best expected to track the changing optimum with iteration. The performance of a dynamic optimizer then depends on how close it is able to track the true optimum (which is changing with iteration or time). Thus, practically speaking, optimization algorithms may hope to handle problems which do not change significantly with time. From the algorithm’s point of view, since in these problems the problem is not expected to change too much from one time instance to another and some good solutions to the current problem are already at hand in a population, researchers fancied solving such dynamic optimization problems using evolutionary algorithms [59].

A recent study [60] proposed the following procedure for dynamic optimization involving single or multiple objectives. Let \( P(t) \) be a problem which changes with time \( t \) (from \( t = 0 \) to \( t = T \)). Despite the continual change in the problem, we assume that the problem is fixed for a time period \( \tau \), which is not known a priori and the aim of the (offline) dynamic optimization study is to identify a suitable value of \( \tau \) for an accurate as well computationally faster approach. For this purpose, an optimization algorithm with \( \tau \) as a fixed time period is run from \( t = 0 \) to \( t = T \) with the problem assumed fixed for every \( \tau \) time period. A measure \( \Gamma(\tau) \) determines the performance of the algorithm and is compared with a pre-specified and expected value \( \Gamma_L \). If \( \Gamma(\tau) \geq \Gamma_L \), for the entire time domain of the execution of the procedure, we declare \( \tau \) to be a permissible length of stasis. Then, we try with a reduced value of \( \tau \) and check if a smaller length of stasis is also acceptable. If not, we increase \( \tau \) to allow the optimization problem to remain static for a longer time so that the chosen algorithm can now have more iterations (time) to perform better. Such a procedure will eventually come up with a time period \( \tau^* \) which would be the smallest time of stasis allowed for the optimization algorithm to work based on chosen performance requirement. Based on this study, a number of test problems and a hydro-thermal power dispatch problem have been recently tackled [60].

In the case of dynamic multi-objective problem solving tasks, there is an additional difficulty which is worth mentioning here. Not only does an EMO algorithm need to find or track the changing Pareto-optimal fronts, in a real-world implementation, it must also make an immediate decision about which solution to implement from the current front before the problem changes to a new one. Decision-making analysis is considered to be time-consuming involving execution of analysis tools, higher-level considerations, and sometimes group discussions. If dynamic EMO is to be applied in practice, automated procedures for making decisions must be developed. Although it is not clear how to generalize such an automated decision-making procedure in different problems, problem-specific tools are certainly possible and certainly a worthwhile and fertile area for research.

10.3 Uncertainty Handling Using EMO

A major surge in EMO research has taken place in handling uncertainties among decision variables and problem parameters in multi-objective optimization. Practice is full of uncertainties and almost no parameter, dimension, or property can be guaranteed to be fixed at a value it is aimed at. In such scenarios, evaluation of a solution is not precise, and the resulting objective and constraint function values becomes probabilistic quantities. Optimization algorithms are usually designed to handle such stochasticities by using crude methods, such as the Monte Carlo simulation of stochasticities in uncertain variables and parameters and by sophisticated stochastic programming methods involving nested optimization techniques [61]. When these effects are taken care of during the optimization process, the resulting solution is usually different from the optimum solution of the problem and is known as a ‘robust’ solution. Such an optimization procedure will then find a solution which may not be the true global optimum solution, but one which is less sensitive to uncertainties in decision variables and problem parameters. In the context of multi-objective optimization, a consideration of uncertainties for multiple objective functions will result in
a robust frontier which may be different from the globally Pareto-optimal front. Each and every point on the robust frontier is then guaranteed to be less sensitive to uncertainties in decision variables and problem parameters. Some such studies in EMO are [62, 63].

When the evaluation of constraints under uncertainties in decision variables and problem parameters are considered, deterministic constraints become stochastic (they are also known as 'chance constraints') and involves a reliability index \( R \) to handle the constraints. A constraint \( g(x) \geq 0 \) then becomes \( \text{Prob}(g(x) \geq 0) \geq R \). In order to find left side of the above chance constraint, a separate optimization methodology [64], is needed, thereby making the overall algorithm a bi-level optimization procedure. Approximate single-loop algorithms exist [65] and recently one such methodology has been integrated with an EMO [61] and shown to find a 'reliable' frontier corresponding a specified reliability index, instead of the Pareto-optimal frontier, in problems having uncertainty in decision variables and problem parameters. More such methodologies are needed, as uncertainties is an integral part of practical problem-solving and multi-objective optimization researchers must look for better and faster algorithms to handle them.

10.4 Meta-model Assisted EMO

The practice of optimization algorithms is often limited by the computational overheads associated with evaluating solutions. Certain problems involving expensive computations, such as numerical solution of partial differential equations describing the physics of the problem, finite difference computations involving an analysis of a solution, computational fluid dynamics simulation to study the performance of a solution over a changing environment etc. In some such problems, evaluation of each solution to compute constraints and objective functions may take a few hours to a day or two. In such scenarios, even if an optimization algorithm needs one hundred solutions to get anywhere close to a good and feasible solution, the application needs an easy three to six months of continuous computational time. In most practical purposes, this is considered a 'luxury' in an industrial set-up. Optimization researchers are constantly at their toes in coming up with approximate yet faster algorithms.

Meta-models for objective functions and constraints have been developed for this purpose. Two different approaches are mostly followed. In one approach, a sample of solutions are used to generate a meta-model (approximate model of the original objectives and constraints) and then efforts have been made to find the optimum of the meta-model, assuming that the optimal solutions of both the meta-model and the original problem are similar to each other [66, 67]. In the other approach, a successive meta-modeling approach is used in which the algorithm starts to solve the first meta-model obtained from a sample of the entire search space [68, 69, 70]. As the solutions start to focus near the optimum region of the meta-model, a new and more accurate meta-model is generated in the region dictated by the solutions of the previous optimization. A coarse-to-fine-grained meta-modeling technique based on artificial neural networks is shown to reduce the computational effort by about 30 to 80% on different problems [68]. Other successful meta-modeling implementations for multi-objective optimization based on Kriging and response surface methodologies exist [70, 71].

11 Conclusions

This chapter has introduced the fast-growing field of multi-objective optimization based on evolutionary algorithms. First, the principles of single-objective evolutionary optimization (EO) techniques have been discussed so that readers can visualize the differences between evolutionary optimization and classical optimization methods. The EMO principle of handling multi-objective optimization problems is to find a representative set of Pareto-optimal solutions. Since an EO uses a population of solutions in each iteration, EO procedures are potentially viable techniques to capture a number of trade-off near-optimal solutions in a single simulation run. This chapter has described a number of popular EMO methodologies, presented some simulation studies on test problems, and discussed how EMO principles can be useful in solving real-world multi-objective optimization problems through a case study of spacecraft trajectory optimization.

Finally, this chapter has discussed the potential of EMO and its current research activities. The principle of EMO has been utilized to solve other optimization problems that are otherwise not multi-objective in nature. The diverse set of EMO solutions have been analyzed to find hidden common properties that can act as valuable knowledge to a user. EMO procedures have been extended to enable them to handle various
practicalities. Finally, the EMO task is now being suitably combined with decision-making activities in order to make the overall approach more useful in practice.

EMO addresses an important and inevitable fact of problem-solving tasks. EMO has enjoyed a steady rise of popularity in a short time. EMO methodologies are being extended to address practicalities. In the area of evolutionary computing and optimization, EMO research and application currently stands as one of the fastest growing fields. EMO methodologies are still to be applied to many areas of science and engineering. With such applications, the true value and importance of EMO will become evident.
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