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Abstract

Bilevel and multi-objective optimization methods are often useful to spatially target agri-environmental policy throughout a watershed. This type of problem is complex and is comprised of a number of practicalities: (i) a large number of decision variables, (ii) at least two inter-dependent levels of optimization between policy makers and policy followers, and (iii) uncertainty in decision variables and problem parameters. Given agricultural and economic data from the Raccoon watershed in central Iowa, we formulate a bilevel multi-objective optimization problem that accommodates objectives of both policy makers and farmers. The solution procedure then explicitly accounts for the nested nature of farm-level management decisions in response to agri-environmental policy incentives constructed by policy makers. We specifically examine the spatial targeting of a fertilizer-reduction incentive policy while seeking to maximize farm-level productivity while generating mandated water quality improvements using this framework. We test three different evolutionary optimization algorithms – m-BLEAQ, NSGA-II, and SPEA2 – and show that m-BLEAQ is well suited for handling the bilevel optimization problems and the considered practicalities.

1. Introduction

Nonpoint source pollution from agriculture remains a leading policy challenge for water quality improvement [23]. Key complicating factors
include measurement problems for emissions, spatial heterogeneity of production over the agricultural landscape, and the hydrological dynamics within the watershed [22]. One promising area of research in agricultural and natural resource economics surrounds the use of integrated models that link management practices and production decisions to physical models of nutrient flow [25]. This integrated approach allows for optimal spatial targeting of management practices over the agricultural landscape and more explicit estimation of policy cost [29, 8].

In general, problems involving players, where the actions of one player (leader) are followed by the optimal response from another player (follower), are referred to as Stackelberg games. Such kind of games were first studied by Stackelberg [42]. Later in the 1970s, these problems were formulated as nested mathematical programs [9] and found applications in a wide variety of areas like defense [11, 44], transportation [26, 10], model production processes [27], chemical engineering [41, 12], and optimal tax policies [24, 34, 36], among others. A number of studies followed that included algorithms [3, 6, 4, 43, 45] These types of problems require nested optimization algorithms with one algorithm within the other, which leads to high computational requirements. Recently, meta-modeling approaches have gained importance for bilevel programming that exploit the properties of bilevel problems through mappings to solve the problem with lesser computational expense. A few studies in this direction are [33, 35, 1, 40, 38]. Multiobjective studies on bilevel optimization are few, both in the classical [16, 19] and evolutionary computation [47, 13, 37, 39] domain.

In this paper, we consider an agri-environmental policy targeting problem for the Raccoon watershed in Central Iowa, USA. The upper level decision maker (i.e., the policy maker in this case) faces multiple objectives of minimizing pollution and maximizing social benefit from agricultural production. However, the policy maker is incapable of solving her own optimization problem without taking the actions of the followers (i.e., the farmers) into account. For different policy decisions that the policy maker makes, the farmers react differently by maximizing their own objectives. This interaction makes the policy maker’s problem a nested optimization task with the farmers’ response embedded within the policy maker’s problem. A deterministic version of this problem can be formulated as a bilevel optimization problem, which is a two level mathematical program with one program nested within the other. A natural extension of a deterministic problem is a problem that takes into account real-world uncertainties arising from the uncertain behavior of the players and other environmental parameters. We study both the deterministic as well as the uncertain version of
the agri-environmental policy targeting problem in this paper.

We first provide a general formulation of a multiobjective bilevel problem, and one of the common techniques used to reduce it to a single-level problem. Thereafter, we discuss the agri-environmental policy targeting problem and provide its empirical models. Specifically, an empirical model for farm-level profits and yield is introduced along with another empirical ecohydrological model for the Raccoon watershed that we use to simulate the effects of fertilizer usage on water quality at the outlet of the watershed.

Though the model considered in this paper has a bilevel structure, the regularity of the lower level allows us to write the problem as a multiobjective optimization problem. This allows us to solve the problem using a standard multiobjective optimizer when the optimal solution to the lower level can be written in closed form. We also solve the problem with a bilevel multiobjective evolutionary optimization algorithm to which the lower level optimal solution is not available directly. We compare the results for the two approaches and then incorporate additional real-world difficulties (risk-based uncertainties) in the model. Finally, we end the paper with some insights on future studies and conclusions.

2. Multiobjective Bilevel Model for Policy Problems

In this section, we provide a general formulation for policy problems where the upper level decision maker (policy maker) faces multiple objectives and the lower level decision maker faces a single objective. In other cases, where the lower level decision maker also has multiple objectives, the lower level problem can be replaced with a value function corresponding to the lower level decision maker, thereby reducing the lower level problem to a single objective optimization task. A bilevel problem has decision variables, constraints and objectives corresponding to each player. The constraints and objectives for each level may involve decision variables of the other player, thereby making the two levels interdependent. The lower level optimization is a parametric optimization task for which the upper level variables act as parameters, and the problem must be solved with respect to the lower level variables. Assuming a single leader and a single follower, the problem can be defined as follows:

**Definition 1.** For the upper-level objective function $F : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^p$ and lower-level objective function $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, the bilevel optimization
problem is given as:

\[
\begin{align*}
\text{minimize } & F(x, y) = (F_1(x, y), \ldots, F_p(x, y)) \\
\text{subject to } & y \in \arg\min_y \{f(x, y) : g_j(x, y) \leq 0, j = 1, \ldots, J\} \\
& G_l(x, y) \leq 0, l = 1, \ldots, L
\end{align*}
\]

where \(G_l : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, l = 1, \ldots, L\) denotes the upper level constraints, and \(g_j : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, j = 1, \ldots, J\) represents the lower level constraints.

The agri-environmental policy targeting problem is a different bilevel problem in which there are multiple followers, each acting independently and rationally, after the decisions of the leader. In such a case, the respective bilevel problem gets modified as:

**Definition 2.** For the upper-level objective function \(F : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^p\) corresponding to a single leader and lower level objective functions \(f_k : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}\) corresponding to followers \(k \in \{1, \ldots, K\}\), the bilevel optimization problem with single leader and multiple follower is given as:

\[
\begin{align*}
\text{minimize } & (F_1(x, y^1, \ldots, y^K), \ldots, F_p(x, y^1, \ldots, y^K)) \\
\text{subject to } & y^1 \in \arg\min_{y^1} \{f^1(x, y^k) : g^1_l(x, y^1) \leq 0, j = 1, \ldots, J\} \\
& y^2 \in \arg\min_{y^2} \{f^2(x, y^k) : g^2_l(x, y^2) \leq 0, j = 1, \ldots, J\} \\
& \vdots \\
& y^K \in \arg\min_{y^K} \{f^K(x, y^k) : g^K_l(x, y^K) \leq 0, j = 1, \ldots, J\} \\
& G_l(x, y^1, \ldots, y^K) \leq 0, l = 1, \ldots, L
\end{align*}
\]

where \(G_l : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, l = 1, \ldots, L\) denotes the upper level constraints, and \(g_{kj} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, j = 1, \ldots, J\) represents the lower level constraints for followers \(k \in \{1, \ldots, K\}\), respectively.

Due to the presence of multiple followers each involving a different optimization problem, this problem is more computationally challenging to solve than the usual bilevel problems presented in Definition 1.
2.1. Single Level Reduction

In bilevel optimization, it is possible to replace the lower level problems in Definitions 1 and 2 with its Karush-Kuhn-Tucker (KKT) conditions when the lower level problems adhere to certain regularity conditions. Despite the reduction to single level, such problems are still hard to handle because of the constrained search space induced because of the KKT conditions. In certain situations, it might even be possible to write the optimal solution to the lower level problem in a closed form, i.e. \( y(x) \); however, this is rare. If a closed form solution can be written, then the bilevel problem effectively gets reduced to an ordinary optimization task. For multiple-follower problems, closed form optimal solutions or any approximations to the lower level problem are extremely beneficial.

3. Agri-environmental Policy Targeting Problem

Next, we consider our agri-environmental policy targeting problem for the Raccoon River Watershed, which covers roughly 9,400 \( km^2 \) in West-Central Iowa.

Agriculture accounts for the majority of land use in the study area, with 75.3% of land in cropland, 16.3% in grassland, 4.4% in forests and just 4% in urban use [20]. The watershed has been widely studied [20, 17, 21], and more recently in a bilevel framework [7], due to its high concentration of nitrate pollution from intensive fertilizer and livestock manure application. Nitrate concentrations routinely exceed Federal limits, with citations dating back to the late 1980s. The watershed also serves as the main source of drinking water for more than 500,000 people in Central Iowa. As a consequence, the Des Moines Water Works (DMWW) has for many years operated the world’s largest nitrate removal facility. In 2015, a spike in nitrate levels forced the facility to run its nitrate removal equipment for a record 177 days. This culminated in the well-publicized federal lawsuit filed that year by the DMWW against three area counties for failing to control nitrate pollution from agricultural non-point sources.

3.1. Problem formulation

Given the above issues, one of the objectives the policy maker faces is to reduce the extent of pollution caused by agricultural activities by controlling the amount of fertilizer used. However, at the same time the policy maker does not intend to hamper agricultural activities to an extent of causing significant economic distress for the farmers.
Consider a producer (follower) \( k \in \{1, \ldots, K\} \) trying to maximize her profits from agricultural production through \( N \) inputs \( x^k = \{x^k_1, \ldots, x^k_N\} \) and \( M \) outputs \( y^k = \{y^k_1, \ldots, y^k_M\} \). Out of the \( N \) inputs, \( x^k_N \) denotes the fertilizer input for each farm. The policy maker must choose the optimal spatial allocation of taxes, \( \tau = \{\tau^1, \ldots, \tau^K\} \), for each farm corresponding to the Nitrogen fertilizer usage \( x_N = \{x^k_N, \ldots, x^K_N\} \) so as to control the use of fertilizers. Tax vector \( \tau = \{\tau^1, \ldots, \tau^K\} \) denotes the tax policy for \( K \) producers that is expressed as a multiplier on the total cost of fertilizers. Note that the taxes can be applied as a constant for the entire basin, or they can be spatially targeted at semi-aggregated levels or individually at the farm-level. For generality, in our model we have assumed a different tax policy for each producer. The objectives of the upper level are to jointly maximize environmental benefits, \( B(x_N) \)—which consists of the total reduction of non-point source emissions of Nitrogen runoff from agricultural land—while also maximizing the total basin’s profit \( \Pi(\tau, x, y) \). The optimization problem that the policy maker needs to solve in order to identify a Pareto set of efficient policies is given as follows:

\[
\max_{\tau, x, y} F(\tau, x) = (\Pi(\tau, x_N), B(x_N)) \tag{1}
\]

s.t. \((x^k, y^k) \in \arg\max_{x^k, y^k} \{\pi^k(\tau^k, x^k, y^k) : (\tau^k, x^k, y^k) \in \Omega^k\}\)

\[\forall k \in \{1, \ldots, K\}, \]

\[x^k_n \geq 0, \forall k \in \{1, \ldots, K\}, n \in \{1, \ldots, N\},\]

\[y^k_m \geq 0, \forall k \in \{1, \ldots, K\}, m \in \{1, \ldots, M\},\]

\[\tau^k \geq 1, \forall k \in \{1, \ldots, K\},\]

\(2\)

The fertilizer tax, \( \tau \), serves as a multiplier on the total cost of fertilizer, so that \( \tau \geq 1 \). The environmental benefit is the negative of pollution and therefore can be written as the negative of the total pollution caused by the producers, i.e. \( B(x_N) = -\sum_{k=1}^{K} p(x^k_N) \). Similarly the total basin profit can be written as the sum total of individual producer’s profit, i.e. \( \Pi(\tau, x, y) = \sum_{k=1}^{K} \pi(\tau^k, x^k, y^k) \). The lower level optimization problem for each agricultural producer can be written as:

\[
\max_{x^k, y^k} \pi^k(p^k, w^k, \tau^k) = p^k y^k - \sum_{n=1}^{N-1} w_n x^k_n - \tau^k_N w_N x^k_N \tag{3}
\]

s.t. \( y^k \leq P^k(x^k) \),

6
where \( w \) and \( p \) are the costs and prices of the inputs \( x \) and outputs \( y \), respectively. \( P^k(x^k) \) denotes the production frontier for producer \( k \). Heterogeneity across producers, due primarily to differences in soil type, may prevent the use of a common production function that would simplify the solution of (1). Likewise, the environmental benefits of reduced fertilizer use vary across producers, due to location and hydrologic processes within the basin. This also makes the solution of (1) more complex.

3.2. Empirical Model for Iowa Crop Production

The Iowa crop production model [32] is used to analytically model the economics of agricultural producers in the Raccoon watershed. The model operates on a 56 meter square grid based on USDA GIS remote-sensing crop cover maps. To account for producer heterogeneity across grid units, we use the ICCPI soil quality index, a measure of soil productivity that comes from GIS-based soil data. We model three crop rotations currently practiced in Iowa: continuous corn, corn-soybeans, and corn-corn-soybeans. The model captures the differentiated impacts of rotations on the yields. Crop production outputs, \( y_{m, m} = 1 \) (corn), 2 (soybeans), are expressed as functions of soil productivity, \( q \), previous crop, tillage system, \( s \), and nitrogen fertilizer application, \( x_N \).

The corresponding corn and soybean current yield functions, in bushels per acre, are:

\[
y_1^k = q^k[a_0\gamma_2^k\gamma_3^k(1-d^c)^s_2^s 3^k(1-d^c)^s 3^k + a_1d^c_k + a_2(x - \rho d^c_k) + a_3(x_N - \rho d^c_N)^2]
\]

and

\[
y_2^k = q^k[a_0\gamma_2^k\gamma_3^k + a_1d^c_k + a_2d^c_cc]
\]

where \( d^c \) indicates corn as the previous crop, \( d^cc \) indicates corn as the previous two crops, \( s_2 \) indicates mulch as the tillage choice, and \( s_3 \) indicates no-till as the tillage choice. The ICCPI productivity measure, \( q \), serves as a multiplier, ranging from 0 to 1. There are three possible rotations: corn-corn (cc), corn-soy (cs), corn-corn-soy (ccs). Note that nitrogen fertilizer is only applied to corn, and that current yields depend on position within a given rotation.

Given the above functions, the optimal response of the followers can be written as a closed form solution in terms of the upper level decision variables. Profit maximization implies the optimal nitrogen fertilizer input demands as

\[
x_N^k = \rho + \frac{T_N N N}{p_12\alpha_3q^k} - \frac{\alpha_2}{2\alpha_3}
\]
for corn after corn, and

\[ x_N^{k^*} = \frac{\tau_N w_N}{p_1 2 \alpha_3 q^k} = \frac{a_2}{2 \alpha_3}, \]  

(7)

for corn after soy.

3.3. The Biophysical Model

To model the water quality effects of prospective policy incentive schemes, we input the corresponding production model’s fertilizer use into an empirical model for producing Nitrogen run-off. The model is 

\[ \text{runoff}^k = e^{-0.9819 + 1.668 \log(1.12085 x_k)} \]  

[46]. The sum of all runoff from all farms is defined to be the runoff for the entire basin, which is minimized as an upper level objective. In our future work we intend to utilize a more accurate spatially explicit biophysical watershed model known as the Soil and Water Assessment Tool (SWAT) [2] to dynamically simulate Nitrogen runoff at the basin’s outlet using local information related to land cover, soil type, and water management practices (e.g., tile drains). A number of studies apply SWAT to non-point policy for this reason [5, 31, 30].

4. Computational Algorithms Used in this Study

We use three different approaches to identify the Pareto-optimal set of policies for the upper level decision maker. In this section, we provide a brief description of the approaches that we have used to solve the above problem.

4.1. DEAP Implementation

Our first approach implements the Distributed Evolutionary Algorithms in Python (DEAP) [18], which is a flexible optimization framework. We used the traditional \((\mu + \lambda)\) evolutionary algorithm with SPEA2 selection [48] using DEAP. The algorithm creates a parent population of \(\mu\) individuals and subsequently generates \(\lambda\) offspring within the population. After \((\mu + \lambda)\) individuals are tested, the results are sorted, and the \(\mu\) best individuals from the \((\mu + \lambda)\) population are selected for the next generation. For this application, we set \(\mu = 100\) and \(\lambda = 100\); these values were chosen to produce a suitably large population without incurring substantial computational burden. Crossover and mutation probabilities were set to 0.90 and \(1/(\text{number of farms})\), respectively, following conventions [18]. DEAP is highly integrated with the SCOOP library in Python [28], which enables parallel implementation of the algorithm to reduce computational burden.
4.2. m-BLEAQ Implementation

The second approach utilizes m-BLEAQ [39]. The algorithm draws insights from the mathematical structure and properties of bilevel optimization problems and attempts to reduce the computational costs. The method creates localized quadratic approximations of the rational reaction set of the followers as a function of the leader’s decision variables. This helps in reducing the number of lower level optimization calls that are required to solve the bilevel optimization problem. If the localized quadratic approximation of the rational reaction set created by the algorithm is accurate, then the optimal response of the follower in the vicinity of the local approximation can be directly obtained by using the approximation instead of solving the lower level optimization problem. Such local approximations of the rational reaction set are useful to guide the algorithm to the regions that might contain the bilevel optimal solutions without wasting computations in poorer regions. As the population members converge towards the Pareto-optimal solutions, the approximation continues to improve. In this study, while using m-BLEAQ we do not provide the algorithm the lower level optimal solutions; instead, we let the algorithm handle the entire bilevel problem.

4.3. NSGA-II Implementation

We also use NSGA-II [15] to solve the bilevel problem in this study. Since NSGA-II is capable of handling single level multi-objective problems, we therefore eliminate the lower level completely and directly provide the optimal lower level solution to the upper level using the empirical solutions in 6 and 7.

5. Results

In this section, we provide the simulation results comparing m-BLEAQ, NSGA-II, and SPEA2 on the empirical model of the Iowa Racoon watershed. Results on a small size, scaled size of the problem, robustness study will be illustrated one at a time in the following of the section.

5.1. Ten-Farm Problem

In this section, we provide the simulation results of the three methods using a small-sized problem, in which only ten farms are randomly chosen from the total 1,175 farms available. The Pareto-optimal frontiers are plotted in Figure 1. It is clear that all three methods achieve similar results. We calculated the hypervolume for all three methods as well (see Figure 2). The
m-BLEAQ method is a steady-state algorithm, in which two members in the population at each generation are compared with two offspring created from three parents. Hence, the hypervolume comparison is plotted versus the function evaluations. The hypervolume is normalized with the maximum hypervolume achieved by each of the three methods.

![Figure 1: Pareto-optimal frontiers comparison on 10-farm case.](image)

5.2. Scaling Up

In this section, we extend the dimensionality of the problem by increasing the considered farms in the lower level to evaluate each method’s scalability.

We first present the results on 500 farms in the lower level. The Pareto-optimal frontiers shown in Figure 3 and the hypervolumes shown in Figure 4 suggest that the SPEA2 method implemented in DEAP encounters difficulty in handling the 500-farm problem, but the m-BLEAQ and NSGA-II methods do not. In addition, m-BLEAQ takes fewer function evaluations to approach the Pareto-optimal frontier as compared to the other two methods.

Finally, we include all 1,175 farms into our lower level consideration. Because of the high-dimensionality in the decision-variable space, we used the problem information to seed the initial population for the m-BLEAQ and
NSGA-II algorithms to improve the performance and convergence speed. We calculate the tax policy decision that will make the optimal nitrogen fertilizer input to be zero for each of the 1,175 farms by using the Equation 6 and 7 depending on the rotation. This tax policy should correspond to one of the extreme points on the Pareto-optimal frontier that minimize the nitrogen run-off in the watershed. We present the simulation results comparing the three algorithms in Figures 5 and 6.

According to the Pareto-optimal frontier comparison in Figure 5, m-BLEAQ performs the best among the three considered algorithms, and it is clear that the majority of the solutions on the frontiers of NSGA-II and SPEA2 get dominated by the solutions from m-BLEAQ, except for the extreme points. DEAP’s SPEA2 implementation still struggles, and it achieves reduced profits at the lowest runoff value compared to the other two algorithms. This is likely due to the seeding mechanism used, since the DEAP SPEA2 algorithm was only seeded with large (i.e., 10x) tax values for each farm rather than setting the optimal nitrogen fertilizer input to be zero. This may have led to reduced production (and therefore profits) compared to the other two algorithms.

From the hypervolume comparison in Figure 6, one can clearly observe the difference in the final hypervolume achieved by the three algorithms,
and surprisingly m-BLEAQ could still approach the Pareto-optimal frontier with very few function evaluations.

5.3. Effect of Recombination Operators in NSGA-II

The dramatic difference between the results obtained from m-BLEAQ and NSGA-II is surprising to the investigators since the m-BLEAQ solution procedure is very similar to NSGA-II when the lower level optimal reaction function is readily available. Despite the steady-state nature, m-BLEAQ uses a vector-wise recombination operator, Parent Centric Crossover (PCX), that is different from the variable-wise recombination operator, Simulated Binary Crossover (SBX), used in NSGA-II. Also, studies have shown that PCX is superior to SBX in handling variable linkages and complex problems [14]. Therefore, we now compare NSGA-II, NSGA-II with PCX, and m-BLEAQ to further validate this finding.

It is clear from Figure 7 that the variable-wise recombination operator cannot properly handle the high-dimensionality in the problem, but a vector-wise recombination (PCX) using NSGA-II achieves similar results to that obtained by the bilevel m-BLEAQ approach.
5.4. Uncertainty Handling and Robust Solutions

In this section, we study the effect of uncertainties that may arise in corn production given a certain tax policy decision from the policymaker in the upper level. We assume the empirical model of the corn production presented in section 3.2 is an optimistic (over) estimation of the corn yield in actual implementation, and we also assume that the uncertainties that may arise in the corn production follows a Gaussian distribution. We then model the uncertain corn yield function $y'_k$ as below:

$$y'_k = y_k - \sigma \cdot y_k \cdot |N(0, 1)|$$

where $N(0, 1)$ is a normal random variable and $\sigma$ (standard deviation) is the parameter that we used to control the severity of the uncertainties. The resulting uncertain corn yield function with different values of $\sigma$ then follows the probability density function shown in Figure 8.

To account for the uncertainties, we sample a number of instantiations from the above uncertain corn yield function model. Then, the averaged function value is used for the subsequent corn production profit calculation. We present the simulation results comparing the final Pareto-optimal frontiers under different values of $\sigma$ in Figure 9. The sample size used in the
One can clearly notice the reduction in profit at every nitrogen loading compared to the deterministic case when the corn yield function is subject to uncertainties. Also, the amount of reduction increases as the standard deviation ($\sigma$) of the uncertain corn yield function increases. These results are as expected since the deterministic frontier corresponds to the optimistic estimation of the corn production and as the fluctuation in the corn production increase, more sacrifice in profit should be predicted.

However, in the meantime, more robustness should also be expected, since the standard deviation of the uncertainties that the problem is optimized against increase. We perform a follow-up study to quantify the robustness (or the sensitivity) achieved by comparing the deterministic and the robust frontier. We first collect the decision variables (tax policy) corresponding to the deterministic Pareto-optimal frontier. Then we re-evaluate these decision variables 31 times using the uncertain corn yield function with $\sigma = 0.1$ and record the minimum, median, and maximum objective function values. We repeat the same procedure for the decision variables from the robust Pareto-optimal frontier with $\sigma = 0.1$. The results are presented in Figure 10 and 11.

Figure 10 provides an overview of the profit fluctuation comparing the
deterministic and robust solutions from the 31 trials performed in the above experiment. Since the deterministic frontier is obtained from the optimistic estimation of the corn production, the variation only fluctuates below the frontier. Examples at a few nitrogen loading levels show that noticeable reductions in the profit value fluctuation can be achieved from a slight sacrifice in median profit (as shown in Figure 11). These results indicate that a deterministic optimal solution is brittle when an uncertainty is expected in any problem parameter. However, when the same problem is solved for a robust solution, it is less vulnerable to the uncertainties in the problem parameters. Often, this comes at the sacrifice of the profit (objective of the study), and a robust optimization allows users to weigh the extent of sacrifice on the objective compared to increased robustness in the solution to make the whole approach practical.

6. Conclusions

Agricultural policy is a nested problem that includes interactions between policy makers and policy followers. Therefore, we presented a method for efficiently targeting agricultural policy using multiobjective bilevel optimization methods.
Figure 7: Comparison of results obtained from two recombination operators in NSGA-II on 1,175-farm problem.

Figure 8: The probability density function of $y_{1}^k$ with $y_{1}^k = 100$ used in the study.
Overall, we demonstrated that, in general, the problem of targeting agricultural policy is a multiobjective bilevel problem that is characterized by (i) a large number of decision variables, (ii) at least two inter-dependent levels of optimization, and (iii) uncertainty in decision variables and problem parameters. We tested three different optimization implementations – DEAP, NSGA-II, and m-BLEAQ – and showed that m-BLEAQ is well suited for handling all of the difficulties associated with this problem. We also demonstrated that the choice of recombination operators is important when dealing with complex problems that have large numbers of decision variables. Our results showed that PCX is superior to SBX when handling complex problems, and that NSGA-II-PCX achieved similar results to m-BLEAQ when applied to the 1,175-farm problem. Finally, we also demonstrated a simple method for incorporating uncertainty into the multiobjective bilevel problem for targeting agricultural policy. We found that robust policy solutions can be achieved but only at the expense of upper level objectives. This is especially important for real-world policy planning, which oftentimes require assurances for robustness before implementation.

A large amount of research remains with regards to creating an effective optimization framework for targeting agricultural policy. Further studies should test different genetic algorithms and evolutionary methods to determine if better solutions are possible, especially those that increase convergence time. Also, these methods should be extended to include other alternative management practices including tillage choices and land retirement in addition to fertilizer reduction. The spatial heterogeneity of soil quality and weather will likely produce optimal spatial patterns for allocating different types of agricultural management practices throughout a watershed. Therefore, the spatial distribution of solution policy incentives
should be further investigated to find patterns in optimal policy targeting. Also, in our study, we only investigated farm-targeted policies. For future work, mid-level aggregations should be utilized (e.g., zipcode, county-level) to accommodate more easily implementable policies.
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