Effect of Selection Operator on NSGA-III in Single, Multi, and Many-Objective Optimization
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Abstract—Decomposition-based elitist non-dominated sorting genetic algorithm (NSGA-III) is a recently proposed many-objective optimization algorithm that uses multiple pre-defined yet adaptable reference directions to maintain diversity among its solutions. Designing to solve specifically many-objective problems having four or more objectives, the authors of NSGA-III restricted the population size to be equal to the number of chosen reference directions. This restriction hinders the usage of NSGA-III to single-objective optimization problems, where, by definition, there is only one reference direction. For this reason, a unified algorithm – U-NSGA-III – has been recently proposed to handle this issue. U-NSGA-III is capable of adapting automatically to the dimensionality of the problem in hand through its niching based selection operator. However, the authors of U-NSGA-III abided by this single-fold restriction in all NSGA-III simulations of their study. In this paper we test the possibility of ignoring this restriction of NSGA-III and use multiple population folds to solve single, multi and many-objective problems. Simulations are performed on a variety of constrained and unconstrained single, multi and many-objective problems for this purpose. The strengths and weaknesses of multi-fold NSGA-III compared to those of U-NSGA-III are thoroughly investigated here. The robustness of NSGA-III in each type of problems is also discussed. This study provides a more comprehensive evaluation of the original NSGA-III procedure, which seems to have a wider scope than the original study had foreseen.

I. INTRODUCTION

Interest in solving many-objective optimization algorithms to solve four or more objectives has been growing over the last ten years. Researcher made significant leaps from designing algorithms to deal with only bi-objective and tri-objective problems, like NSGA-II [8], SPEA2 [19] and PESA [4] since early nineties to algorithms capable of handling up to 10 or even 15 objectives, like MOEA/D [17], BORG [12] and most recently NSGA-III [9], [13] among others [6], [3]. In all these studies, most of the emphasis has been focused on experimenting with different dominance principle [15] and/or diversity management techniques [1] to maintain a balance between convergence and diversity of population members. Some researchers were also interested in designing operators or combining existing operators to enhance the performance of their algorithms [12]. However, selection operator remained mostly an invariant part in majority of these algorithms. The effect of selection as the dimensionality of the problem increases has not been thoroughly investigated. In this study, we use NSGA-III and U-NSGA-III [16] to investigate the effect of selection in single, multi, and many-objective scenarios.

NSGA-III was proposed in early 2014, to solve both unconstrained [9] and constrained [13] many-objective optimization problems. NSGA-III uses an external guidance mechanism to maintain diversity among its solutions [5]. Throughout the optimization process, each feasible solution is attempted to adhere to one reference direction out of a set of pre-defined reference directions (niching). These directions can be set either uniformly in the absence of any preference information among objectives, or preferentially to represent the preferences of the decision maker. An achievement scalarization function (ASF)-based normalization is adopted in NSGA-III to handle objectives with different ranges of magnitudes. In addition, NSGA-III - like its predecessor NSGA-II consistently emphasized non-dominated solutions. Figure 1 shows the working principle of NSGA-III.

![Fig. 1: NSGA-III working principle.](image)

Although NSGA-III has been able to successfully deal with both constrained and unconstrained prob-
problems having up to 15 objectives in the original study, its performance with one and two objectives remained untested. The authors of NSGA-III did not include any single or bi-objective simulations in their study. Designing the algorithm for solving many-objective problems in mind, authors restricted the population size ($N$) to be roughly equal to the number of reference directions ($H$). The philosophy behind this restriction is that, by the end of each run, only one Pareto-optimal solution is meant to be discovered for each reference direction. Consequently, any selection between competing feasible population members was completely eliminated, because no two individuals arising to be ideal for different reference directions should be competing with each other. In fact, NSGA-III needs to keep surviving all population members, each in its designated location. This is also supposed to give the algorithm enough time to converge to the actual Pareto-optimal front without introducing too much pressure due to selection. Although this design was found to be extremely beneficial and frugal in the many-objective scenario, the algorithm is likely to lack adequate selection pressure for handling single and even bi-objective optimization problems. Let us discuss NSGA-III’s apparent behavior in solving single and bi-objective problems in the following paragraphs.

For single-objective minimization problems, NSGA-III’s non-dominated sorting procedure degenerates to an ordinal fitness-based sorting. Theoretically, only one reference direction (along the increasing fitness value) exists in this case (that is, $H = 1$), which is the positive real line. Thus, normalization and niching operations become defunct in single-objective case. According to the restriction imposed in NSGA-III on population size ($N = H$), there should be only one individual in the population. Because the tournament-recombination operator pair, a population size multiple of four was suggested so that four population member produced two offspring members in one stroke. Thus, for $H = 1$, a population of size $N = 4$ is destined to be used for all single-objective optimization problems. Any experienced evolutionary computation (EC) researcher and applicationist knows that this is too small a population to use even for simple optimization problems. A population-based EC algorithm requires a certain minimum population size for its recombination-based operator to produce useful offspring members for the search to continue towards interesting regions of the search space [7]. For bi-objective problems, NSGA-III is expected to somewhat be handicapped due to the lack of any selection operator.

To resolve these issues, the authors recently proposed U-NSGA-III, a unified variant of NSGA-III. U-NSGA-III is unique in its ability to degenerate from an efficient many-objective optimization algorithm, to an efficient multi-objective algorithm, to degenerate to a standard single-objective optimization algorithm. An earlier study also proposed such a unified approach but the scope was restricted to one and two-objective optimizations only [11]. To design U-NSGA-III, a new niching-based selection operator was added to NSGA-III. The new operator performs a selection operation, if the two competing individuals belong to the same niche (reference direction). If they do, the lower-ranked individual is picked. If they both have the same rank, the one closer to the reference direction is picked. Figure 2 shows how the new selection operator works in U-NSGA-III. Obviously, selection will be applied more frequently as the difference ($N - H$) becomes larger. Thus, U-NSGA-III is free from the $N = H$ restriction of NSGA-III. Population size ($N$) can be larger than the number of reference directions ($H$). The frequency and effect of selection will be dependent on their relative values. For example, in single-objective scenarios, where $H = 1$ and $N \gg H$, selection will be performed at all times, because all the individuals will belong to the same unique reference direction. On the other extreme, in many-objective scenarios, where $N = H$ was restricted to make the algorithm computationally efficient, each solution is expected to be attached to a different direction, meaning that selection is practically absent. In that study, we were able to show the efficiency of U-NSGA-III in single, multi and many-objective problems and for both constrained and unconstrained situations. We compared the proposed unrestricted U-NSGA-III with the already existing restricted NSGA-III (where $N = H$). None of the simulations included in that study tested the performance of NSGA-III if the population restriction is ignored.

In this study, we explore the possibility of ignoring the $N = H$ restriction when applying NSGA-III to different types of problems. Performance of the unrestricted (multi-fold) NSGA-III is compared to the performance of U-NSGA-III over a wide range of constrained and unconstrained problems. We propose two main hypotheses in this study and try logically and empirically validate their correctness.

In Section II we propose our two hypotheses and justify each through arguments. Results of our extensive simulations confirming our logical arguments are presented in Section III. Finally, Section IV concludes this study.

II. HYPOTHESES

From the previous section, we can see that the two main features characterizing NSGA-III are the absence...
of selection and the usage of reference directions as an external guidance mechanism to preserve diversity among solutions. In the following two subsections, our two main hypotheses are stated and discussed in detail in the highlight of the absence of selection in NSGA-III and its effect when \( N \) is significantly larger than \( H \).

A. NSGA-III Convergence

As long as the population size is equal to the number of reference directions, the absence of selection is not expected to affect the results, because each reference direction is expected to attract only one point as they go further in generations. However, the situation becomes different if \( N \) is greater than \( H \). In such a case, some population members will be guided by the reference directions while the others will keep floating randomly in the search space due to lack of any selection pressure for them to be focused anywhere in the search space (thereby providing excessive randomness to the additional population members). No selection to decide between individuals and not enough reference directions to guide the whole population, this effect should be more evident as the gap between \( N \) and \( H \) becomes bigger. This leads us to our first hypothesis.

**Hypothesis 1** In NSGA-III, a use of a population size larger than the number of reference directions will slow down the convergence of the algorithm towards the optimum.

A direct consequence of the above hypothesis 1 is that NSGA-III should be slower than any equivalent evolutionary algorithm involving any form of selection that honors better solutions. This very same fact can be stated differently by saying that NSGA-III tends to be less greedy than other selection-based evolutionary algorithms.

B. NSGA-III and Local Optima

Although NSGA-III is expected to be slower than its selection-based counterparts, this is not always a disadvantage. Actually, this might be beneficial in some cases. Because of the inherent diversity of solutions maintained by additional population members in NSGA-III (discussed above), the algorithm is expected to have a higher ability to escape local optima. It is also expected to be less-dependent on mutation operators. Again, this behavior is justified, owing to the less-greedy nature of the algorithm. Hence, we can state our second hypothesis.

**Hypothesis 2** If \( N > H \), NSGA-III will have a higher ability to escape local optima than its selection-based counterparts, and consequently it becomes less dependent on mutation operators.

In Section III, our simulation results are presented and discussed in the highlight of these two hypothesis. Besides supporting our hypotheses, we also paint a clear picture of the performance of multi-fold NSGA-III to single, multi, and many-objective optimization problems.
in order to evaluate the usefulness of multiple folds compared to a single fold NSGA-III. For the blue line, the $x$-axis does not represent the number of generations anymore. However, to maintain a fair comparison, at any given point on the $x$-axis, the blue line and the dotted black and red lines have the same number of function evaluations. The figures show that NSGA-III where $N = 4$ tends to converge quickly at the beginning; then it gets stuck after a while without reaching the global optimum. This is expected because of the too small population size ($N = 4$) which makes the algorithm prone to be trapped in local optima even if given the same number of function evaluations as the multiple folds version of the algorithm.

$$f_{elp}(x) = \sum_{i=1}^{n} ix_i^2,$$

$$-10 \leq x_i \leq 10, i = 1, \ldots, n$$

(1)

$$f_{ros}(x) = \sum_{i=1}^{n-1} [100(x_i^2 - x_{i+1})^2 + (x_i - 1)^2],$$

$$-10 \leq x_i \leq 10, i = 1, \ldots, n$$

(2)

$$f_{ack}(x) = -20 \exp \left[ -\frac{1}{5} \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right] - \exp \left[ \frac{1}{n} \sum_{i=1}^{n} \cos (2\pi x_i) \right] + 20 + e,$$

$$-32.768 \leq x_i \leq 32.768, i = 1, \ldots, n$$

(3)

$$f_{ras}(x) = 10n + \sum_{i=1}^{n} [x_i^2 - 10 \cos (2\pi x_i)],$$

$$-5.12 \leq x_i \leq 5.12, i = 1, \ldots, n$$

(4)

$$f_{sch}(x) = 418.9829n - \sum_{i=1}^{n} (x_i \sin \sqrt{|x_i|}),$$
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B. Multi and Many-Objective Problems

In higher dimensions however, diversity becomes an as important goal as convergence. Since Hypothesis 1 relates only to convergence speed, we needed a way of testing only the convergence ability of each algorithm first. Having this in mind, we use the Generational Distance (GD) as our metric. Another important aspect is problem selection. Our test problems should primarily test the convergence ability of the algorithm, again to check the validity of Hypothesis 1. For this reason, we choose ZDT4 [18] as our bi-objective test bed. ZDT4 has $21^9 - 1$ local Pareto optimal fronts. Unless the convergence ability of the algorithm is good, it will get trapped in one of these local fronts. We also included
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two easy problems, ZDT1 and ZDT2 to show the effect of selection in simple and easy problems.

For three and five objectives, we choose multi-modal DTLZ1 problem \cite{10}, which has \((11^3 - 1)\) local Pareto-optimal fronts, requiring good convergence ability as well.

In simple and easy problems containing no local Pareto-optimal fronts, both the algorithms exhibit an almost identical convergence behavior, as shown in Figures 18 and 19 (except the blue lines). This is expected, because in order for the difference to show up between these algorithms, the problems should exhibit adequate difficulties preventing them from reaching the global Pareto-optimal front. This difficulty is introduced in ZDT4. Figure 20 shows the median GD metric of 11 runs for 500 generations using \(N = 1.5H, 2H, 3H, 4H\).

It is now clear from the figure that U-NSGA-III converges faster than NSGA-III. As the population size goes up, NSGA-III’s convergence ability approaches that of U-NSGA-III. The difference between the two algorithms becomes more obvious from Figures 21 and 22. Final fronts of the best, median and worst runs for the two simulations \((N = 1.5H)\) and \((N = 2H)\) are shown in these two figures, respectively. The difference is negligible in the best runs. It increases gradually becoming visible at median runs, and relatively large at worst runs. Using a smaller population size increases the difference in convergence between the two algorithms.

Figures 23 and 24 show the behavior of the GD metric for DTLZ1 in three and and five-objective problems, respectively. Although, U-NSGA-III still maintains a slight edge over NSGA-III in terms of convergence, the difference is small. This can be attributed to the fact that convergence becomes less important compared to diversity maintenance as the number of objectives increases. All these results clearly support the correctness of our Hypothesis 1 for bi-objective and multi-objective problems.

In order to justify using multiple folds in multi-objective scenarios, the median GD plots of 11 runs of ZDT1, ZDT2 and ZDT4 (single fold) are added to Figures 18, 19 and 20, respectively (blue lines). Obviously, using only a single fold NSGA-III is unable to converge to the global Pareto-optimal front.

C. Multi-modal Problems

Our second experiment tests the ability of NSGA-III to escape local optima and its dependence on the mutation operator compared to U-NSGA-III. Again, U-NSGA-III is used here as a candidate single-objective algorithm involving selection. For our purpose, we choose three highly multi-modal problems, namely, Ackley’s, Rastrigin’s and Schwefel’s. A relatively small population size \((N = 48)\), making both the algorithms more prone to be trapped in local optima. We set the mutation probability to zero, thus completely removing mutation.
from both. Now the ability of the algorithm itself to escape local optima – without any benefit from the mutation operator – can be clearly observed. As shown in Figure 25, the ability of NSGA-III to escape local optima is evident compared to U-NSGA-III, which got easily trapped in local optima in the absence of mutation. This goes hand in hand with the less-greedy nature of NSGA-III discussed earlier, and confirms the correctness of Hypothesis 2.

IV. CONCLUSIONS

In this study, we have explored the performance of a multi-fold version of a recently proposed evolutionary many-objective optimization algorithm (NSGA-III), in which the population size is significantly larger than the number of pre-specified reference directions. This setting has never been tested before with NSGA-III. Through a careful set of computational optimizations, we have revealed a new and extended scope of the multi-fold NSGA-III. We have also proposed two hypotheses and discussed the correctness of each of them, both logically and empirically. Hypothesis 1 states that NSGA-III is slower than its selection-based counterparts when it comes to convergence. Hypothesis 2 states that NSGA-III has a higher ability to escape local optima and is less-dependent on mutation operators compared to its selection-based counterparts. A logically driven discussion of both hypothesis, mainly attributes their correctness to the less greedy nature of NSGA-III due to the absence of selection. Finally, two carefully designed experiments have been conducted and the results obtained from both supported the correctness of our hypotheses.

The excellent performance of NSGA-III in many-objective problems demonstrated in the original two-part papers [9], [13] has now been aided in this paper by showing the performance of a multi-fold NSGA-III approach. Although the multi-fold NSGA-III retains original NSGA-III’s performance in many-objective problems, it is now demonstrated to work quite well in single and multi-objective problems as well. Thus, along with the original study, this study portrays a much wider scope of NSGA-III for solving different types of problems than what the authors of original NSGA-III had perceived.
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Fig. 23: DTLZ-1 (3 Obj.) Median GD (H=55, N=1.5H, 3H).

Fig. 24: DTLZ-1 (5 Obj.) Median GD (H=73, N=1.5H, 2.5H).


