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Abstract—Set-based multi-objective optimization methods, such as evolutionary multi-objective optimization (EMO) methods, attempt to find a set of Pareto-optimal solutions, instead of a single optimal solution. To evaluate these algorithms from their convergence to the efficient set, the current performance metrics require the knowledge of the true Pareto-optimal solutions. In this paper, we develop a theoretically-motivated KKT proximity measure that can provide an estimate of the proximity of a set of trade-off solutions from the true Pareto-optimal solutions without any prior knowledge of them. Besides theoretical development of the proposed metric, the proposed KKT proximity measure is computed for iteration-wise trade-off solutions obtained from specific EMO algorithms on two, three, five, and 10-objective optimization problems. Results amply indicate the usefulness of the proposed KKT proximity measure as a metric for evaluating different sets of trade-off solutions and also as a possible termination criterion for an EMO algorithm. Other possible uses of the proposed metric are also highlighted.

I. INTRODUCTION

Multi-objective optimization problems give rise to a set of trade-off optimal solutions, known as Pareto-optimal solutions [1], [2]. In solving these problems, one popular approach has been to first find a representative set of Pareto-optimal solutions and then use higher-level information involving one or more decision-makers to choose a preferred solution from the set. Evolutionary multi-objective optimization (EMO) methodologies follow this principle of solving multi-objective optimization problems [2] and have received extensive attention for the past two decades. Many books, journal and conference papers, and public-domain and commercial softwares are available for make EMO an emerging field of research and application.

From an optimization point of view, the main task of a set based optimization methodology is to find, not one, but a set of trade-off solutions at the end of a simulation run. Since multiple solutions are targets for a set based methodology, it has always been a difficulty to evaluate the performance of such algorithms and therefore develop a termination criterion for ending a simulation run. In the EMO literature, for example, several performance metrics, such as hypervolume measure [3], [4] and inverse generational distance (IGD) measure [5], are suggested, but they are not appropriate particularly for the purpose of terminating a simulation run. For the hypervolume measure, there is no pre-defined target that can be set for an arbitrary problem, thereby making it difficult to determine an expected hypervolume value for terminating a run. On the other hand, the IGD measure requires the knowledge of true Pareto-optimal solutions and their corresponding objective values and hence is not applicable to an arbitrary problem.

For terminating a simulation run, it is ideal if some knowledge about the proximity of the current solution(s) from the true optimal solution(s) can be obtained. For single-objective optimization algorithms, recent studies on approximate Karush-Kuhn-Tucker (A-KKT) points have been suggested [6], [7], [8], [9], [10]. The latter studies have also suggested a KKT proximity measure that monotonically reduced to zero as the iterates approach a KKT point for a single-objective constrained optimization problem. On many standard constrained test problems, the study has shown that the population-best solutions of a real-parameter genetic algorithm (RGA) – an evolutionary optimization procedure [2] – demonstrate a reducing trend to zero with RGA iterations.

In this paper, we extend the definition of an A-KKT point for multi-objective optimization using the achievement scalarizing function concept proposed in the multiple criterion decision making (MCDM) literature and suggest a KKT proximity measure that can suitably used for evaluating an EMO’s performance in terms of convergence to the KKT points. The proposed KKT proximity measure can also be used as a termination criterion for an EMO. The proposed KKT proximity measure provides an uniform value for solutions on a non-dominated front parallel to the true efficient front, thereby providing an equal metric value near Pareto-optimal solutions.

In the remainder of the paper, we first describe the principle of classical point-by-point and set based methods for solving multi-objective optimization problems in Section II. Thereafter, we present the KKT proximity measure concept developed for single-objective optimization problems in Section III. Section IV develops the KKT proximity measure concept for multi-objective optimization by treating every trade-off solution as an equivalent achievement scalarizing problem. The concept is then applied on an illustrative problem to test its working. In Section V, the KKT proximity measure is computed for the entire objective space on a well-known two-
objective ZDT test problems [11] to illustrate that as non-dominated solutions approach the Pareto-optimal set front-wise, the KKT proximity measure reduces to zero. Thereafter, KKT proximity measure is computed for trade-off sets found using specific EMO algorithms, such as NSGA-II [12] and NSGA-III [5], [13] on two, three, five and 10-objective test problems. Three engineering design problems are also used for the above purpose. The use of the proposed KKT proximity measure as a termination criterion is then evaluated on all the above problems in Section VI by performing an extensive computer simulation study. The section also discusses a number of viable extensions of this study. Finally, conclusions are drawn in Section VII.

II. MULTI-OBJECTIVE OPTIMIZATION

Let us consider a \( n \)-variable, \( M \)-objective optimization problem with \( J \) inequality constraints:

\[
\begin{align*}
\text{Minimize } & \{ f_1(x), f_2(x), \ldots, f_M(x) \}, \\
\text{Subject to } & g_j(x) \leq 0, \quad j = 1, 2, \ldots, J, \\
\end{align*}
\]

Variable bounds of the type \( x_i^{(L)} \leq x_i \leq x_i^{(U)} \) can be split into two inequality constraints: \( g_{j+2i-1}(x) = x_i^{(L)} - x_i \leq 0 \) and \( g_{j+2i}(x) = x_i - x_i^{(U)} \leq 0 \). Thus, in the presence of all \( n \) pairs of specified variable bounds, there are a total of \( J + 2n \) inequality constraints in the above problem. We do not consider equality constraints in this paper, but our analysis can be easily modified to consider them as well.

For a multi-objective optimization, an optimal solution (known as a Pareto-optimal solution) is defined as a solution that is not worse than any other solution in the search space in all objectives and is strictly better in at least one objective. For a problem having multiple conflicting objectives, usually a number of Pareto-optimal solutions, instead of one, exists. When their objective vectors are computed, they often line up as a front in the \( M \)-dimensional objective space. The respective front is called the efficient front [1], [2].

A. Classical Point-by-Point Based Methods

Multi-objective optimization problems are traditionally solved by converting them into a parametric scalarized single-objective optimization problem [1], [14]. In the concept of generative multi-objective optimization methods, the resulting single-objective optimization problem is expected to be solved multiple times for different scalarizing parameter values. Most of the scalarized single-objective optimization methods are expected to find a weak or a strict Pareto-optimal solution (see Figure 1), provided the chosen numerical optimization method is able to find the true optimum of the resulting problem. However, very few methods have the converse property – find every possible Pareto-optimal solution using certain parameter values of the scalarization process. For example, the well-known weighted-sum approach cannot find any Pareto-optimal solution which lies on the non-convex part of the efficient frontier, whereas the \( \epsilon \)-constraint [14] or the normal constraint method [15] can, in principle, find any Pareto-optimal solution.

However, the main disadvantage of the generative approaches is that they are computationally inefficient, as one application using a particular parameter value of scalarization does not help in solving other applications with different parameter values. This is because each parametric application is an independent optimization process and each Pareto-optimal solution needs to be obtained independently in separate runs and without any help from other runs. A recent study [16] has clearly shown that an evolutionary multi-objective optimization (EMO) approach that attempts to find multiple Pareto-optimal solutions simultaneously in a single simulation run can constitute a parallel search of finding multiple solutions simultaneously and is often computationally faster than the generative methods. In the following subsection, we discuss this principle of set-based multi-objective optimization methods for solving multi-objective optimization problems.

B. Set Based Multi-Objective Optimization Methods

Instead of finding a single Pareto-optimal solution at a time, set based multi-objective optimization methods, such as an evolutionary multi-objective optimization (EMO) method, attempts to find a set of Pareto-optimal solutions in a single simulation run [2]. An EMO’s goal is two-fold:

1) Find a set of well-converged set of trade-off solutions, and

2) Find a set of well-diversified set of solutions across the entire efficient front.

The population approach of an EMO and the flexibilities in its operators allow both the above goals to be achieved for multi-objective problems. EMO algorithms, such as NSGA-II [12] and SPEA2 [17] are well-practiced methods for handling two and three-objective problems. Recent extensions (such as NSGA-III [5] and MOEA/D [18]) are able to handle four and more objectives (even more than 10 objectives). The topic is so important today that handling such large number of objectives is given a separate name – evolutionary many-objective optimization.

Figure 1 illustrates the principle of set based multi-objective optimization. In each iteration, a set of points gets operated by an EMO procedure and a new set of points – hopefully towards the strict efficient front and having more diversity – are generated. This process is expected to continue with

![Fig. 1. Principle of set based multi-objective optimization procedure is illustrated.](image-url)
iterations before converging on the true efficient front covering its entire range.

When a set based multi-objective optimization algorithm transits from one set of non-dominated points to hopefully a better set of non-dominated points, there is a need to evaluate the convergence and diversity of the new set of solutions vis-à-vis the old solutions. This is because, if we can measure both aspects well through one or more performance metrics, they can also be used to determine the termination of the optimization algorithm. In this paper, we do not consider the diversity aspect much and concentrate on defining a theoretical KKT optimality-based convergence measure which will enable us to achieve two aspects:

1) Provide a theoretical underpinning of the working of an algorithm, and
2) Establish a theoretically motivated termination criterion for stopping an algorithm.

III. KKT PROXIMITY MEASURE FOR SINGLE-OBJECTIVE OPTIMIZATION

Dutta et al. [9] defined an approximate KKT solution to compute a KKT proximity measure for any iterate \( x^k \) for a single-objective optimization problem of the following type:

\[
\begin{align*}
\text{Minimize}_{x} & \quad f(x), \\
\text{Subject to} & \quad g_j(x) \leq 0, \quad j = 1, 2, \ldots, J.
\end{align*}
\]

After a long theoretical calculation, they suggested a procedure of computing the KKT proximity measure for an iterate \( (x^k) \) as follows:

\[
\begin{align*}
\text{Minimize}_{(\epsilon_k, u)} & \quad \epsilon_k \\
\text{Subject to} & \quad \|\nabla f(x^k) + \sum_{j=1}^{J} u_j \nabla g_j(x^k)\|^2 \leq \epsilon_k, \\
& \quad \sum_{j=1}^{J} u_j g_j(x^k) \geq -\epsilon_k, \\
& \quad u_j \geq 0, \quad \forall j.
\end{align*}
\]

However, that study restricted the computation of the KKT proximity measure for feasible solutions only. For an infeasible iterate, they simply ignored the computation of the KKT proximity measure. However, a little thought on the associated KKT optimality conditions reveal the following two additional conditions associated with equality constraints:

\[
\begin{align*}
g_j(x^k) & \geq 0, \quad j = 1, 2, \ldots, J, \\
u_j g_j(x^k) & = 0, \quad j = 1, 2, \ldots, J.
\end{align*}
\]

The first constraint set makes sure that the iterate \( x^k \) is feasible and the second constraint set ensures that the complementary slackness condition is satisfied. However, the complementary slackness condition is relaxed in the above KKT proximity measure formulation (Equation 3). In the above problem, the variables are \((\epsilon_k, u)\). The KKT proximity measure was then defined as follows:

\[
\text{KKT Proximity Measure}(x^k) = \epsilon_k^*,
\]

where \( \epsilon_k^* \) is the optimal objective value of the problem stated in Equation 3.

IV. KKT PROXIMITY MEASURE FOR MULTI-OBJECTIVE OPTIMIZATION

For the \( M \)-objective optimization problem stated in Equation 1, the Karush-Kuhn-Tucker (KKT) optimality conditions are given as follows [19], [1]:

\[
\begin{align*}
\sum_{k=1}^{M} \lambda_k \nabla f_k(x^k) + \sum_{j=1}^{m} u_j \nabla g_j(x^k) & = 0, \\
g_j(x^k) & \leq 0, \quad j = 1, 2, \ldots, J, \\
u_j g_j(x^k) & = 0, \quad j = 1, 2, \ldots, J, \\
u_j & \geq 0, \quad j = 1, 2, \ldots, J, \\
\lambda_k & \geq 0, \quad k = 1, 2, \ldots, M, \text{ and } \lambda \neq 0.
\end{align*}
\]

Multipliers \( \lambda_k \) are non-negative, but at least one of them must be non-zero. The parameter \( u_j \) is called the Lagrange multiplier for the \( j \)-th inequality constraint and they are also non-negative. Any solution \( x^k \) that satisfies all the above conditions is called a KKT point [20]. Equation 7 is called the equilibrium equation. Equation 9 for every constraint is called the complimentary slackness equation, as mentioned above. Note that the conditions given in 8 ensure feasibility for \( x^k \) while the equation 10 arises due to the minimization nature of the problem given in equation 2.

A. A Naive Measure from KKT Optimality Conditions

The above KKT conditions can be used to naively define a KKT error measure. For a given iterate \( x^k \), the parameters \( \lambda \)-vector and \( u \)-vector are unknown. Different values of these parameters will cause the above conditions to be either satisfied completely or not. We can propose a method to identify suitable \( \lambda \) and \( u \)-vectors so that the all inequality constraints (conditions 8, 9, 10 and 11) are satisfied and the equilibrium condition (7) is violated the least. Thus, we formulate an optimization procedure to find such optimal \((\lambda, u)\)-vectors:

\[
\begin{align*}
\text{Minimize}_{(\lambda, u)} & \quad \|\sum_{k=1}^{M} \lambda_k \nabla f_k(x^k) + \sum_{j=1}^{m} u_j \nabla g_j(x^k)\|, \\
\text{Subject to} & \quad g_j(x^k) \leq 0, \quad j = 1, 2, \ldots, J, \\
u_j g_j(x^k) & = 0, \quad j = 1, 2, \ldots, J, \\
u_j & \geq 0, \quad j = 1, 2, \ldots, J, \\
\lambda_k & \geq 0, \quad k = 1, 2, \ldots, M, \text{ and } \lambda \neq 0.
\end{align*}
\]

The operator \( \| \cdot \| \) can be the \( L_2 \)-norm. It is clear that if \( x^k \) is a KKT point, the norm would be zero for the associated and feasible \((\lambda, u)\)-vectors. For a non-KKT but feasible \( x^k \) point, the norm need not be zero, but we are interested in investigating if the violation of the KKT conditions can be used a convergence metric in the neighborhood of a KKT point. To achieve this, we attempt to find a suitable \((\lambda, u)\)-vector that will minimize the above norm. We then explore if this minimum norm value can behave as an indicator to how close a point is from a suitable Pareto-optimal point. Thus, a KKT Error for a feasible iterate \( x^k \) is defined by solving the above problem and computing the following error value:

\[
\text{KKT Error}(x^k) = \|\sum_{k=1}^{M} \lambda_k^{*} \nabla f_k(x^k) + \sum_{j=1}^{m} u_j \nabla g_j(x^k)\|,
\]

(13)
where $\lambda^*_i$ and $u^*_j$ are optimal values of the problem given in Equation 12.

In order to investigate whether the above KKT error can be used as a metric for evaluating closeness of an iterate $x^k$ to a Pareto-optimal solution, we consider a simple bi-objective optimization problem, given as follows:

$$ P1: \begin{cases} \text{Minimize} (x, y) & \{ f(x, y) = \frac{1+y}{1-(x-0.5)^2} \}, \\ \text{Subject to} & 0 \leq (x, y) \leq 1. \end{cases} \quad (14) $$

The Pareto-optimal solutions are given as follows: $y^* = 0$ and $x^* \in [0, 0.5]$. The efficient front can be represented as $f_2^* = 1/(1 - (f_1^* - 0.5)^2))$. We attempt to compute the above KKT error for any given point or iterate $x^k = (x^k, y^k)^T$ exactly by solving the following optimization problem, considering two inequality constraints $g_1(x) = -x^k \leq 0$ and $g_2(x) = -y^k \leq 0$:

$$ \text{Min}_{(\lambda_1, u_1, u_2)} \epsilon = ||\lambda
\nabla f_1 + (1-\lambda_1)\nabla f_2 + u_1 \nabla g_1 + u_2 \nabla g_2|| $$

Subject to

$$ -x^k \leq 0, \quad -y^k \leq 0, $$

$$ -u_1 x^k = 0, \quad -u_2 y^k = 0, $$

$$ u_1 \geq 0, \quad u_2 \geq 0, $$

$$ 0 \leq \lambda_1 \leq 1. $$

(15)

The use of $\lambda_2 = 1 - \lambda_1$ and restricting $\lambda_1$ to lie within $[0, 1]$ ensures that (i) both $\lambda$ values are non-negative and (ii) both are not zero at the same time. The optimal solution of the above problem can be computed exactly, as follows:

1) Case 1: When $x^k > 0$ and $y^k > 0$: This means that both $u_1$ and $u_2$ are zero. Thus, the minimum $\epsilon^*$ can be calculated as:

$$ \epsilon^* = \frac{K_2}{\sqrt{K_2^2 + (1-K_1)^2}}. \quad (16) $$

where

$$ K_1 = \frac{2(x^k - 0.5)(1+y^k)}{(1-(x^k - 0.5)^2)^2}, $$

$$ K_2 = \frac{1}{1-(x^k - 0.5)^2}. $$

Corresponding $\lambda^*_1 = \frac{K_2^2 + K_2 - K_1}{K_2^2 + (1-K_1)^2}$. $\lambda^*_2$ is zero, as it is evident from Figure 3, but it jumps to a large value in its vicinity. Ironically, the figure depicts that for points away from this Pareto-optimal point the KKT error gets smaller. A similar naive approach [21] was also found to produce near zero KKT error for feasible solutions far away from the Pareto-optimal solutions, thereby making the naive KKT error measure as an unreliable metric for estimating convergence pattern to the Pareto-optimal solutions.

The above phenomenon suggests that KKT optimality condition is a singular set of conditions valid only at the KKT points. A minimal violation of equilibrium KKT condition (we describe here as a ‘naive’ measure) cannot provide an idea about how close a solution is to a KKT point in general. To investigate the suitability of the above KKT Error metric as a potential termination condition or as a measure for judging closeness of obtained non-dominated solutions to the true Pareto-optimal solutions, we consider the problem stated in Equation 14 and attempt to solve it using NSGA-II procedure [12]. The problem has two variables, two objectives, and four constraints. NSGA-II is used with standard parameter settings: population size 20, SBX operator [22] with probability $p_c = 0.9$ and distribution index ($\eta_c$) of 20 and polynomial mutation operator [2] with probability $p_m = 0.5$ and index $\eta_m = 50$. The non-dominated solutions from each generation is extracted and the optimization problem stated in Equation 15 is solved using Matlab’s fmicon() routine. Non-dominated solutions at various generations are shown in Figure 4. It can be seen that with generations the non-dominated solutions approach the efficient frontier. At generation 50, the population is well spread over the entire efficient frontier.
The resulting KKT Error ($\epsilon^*$) for each non-dominated solution is recorded and the minimum, mean, median, and maximum KKT Error value is plotted in Figure 5 at every generation. It is interesting to observe that although the smallest KKT Error value reduces in the initial few generations, the variation of the KKT Error value is too large even up to generation 100 for it to be considered as any stable performance metric. On the contrary, Figure 4 shows that the non-dominated solutions approach the true efficient front with generations. NSGA-II uses an elite preserving operator in emphasizing non-dominated and less-crowded (based on the crowding distance operator [12]) solutions, but the above figure suggests that although better non-dominated and distributed points are continuously found by NSGA-II (as Figure 4 also supports), their satisfaction of KKT optimality conditions need not be improved with generations. This behavior of the KKT Error measure does not allow us to use it to either as a performance metric or as a termination condition. However, the KKT proximity measure suggested in earlier studies [9], [10] for single-objective optimization problems relaxed both the equilibrium condition and complementary slackness condition, thereby enabling us to derive a monotonic KKT proximity measure in that study. In the following section, we extend the KKT proximity metric concept to multi-objective optimization and investigate if it can alleviate the difficulties with the KKT error metric studied above.

B. Proposed KKT Proximity Measure

One of the common ways to solve the generic multi-objective optimization problem stated in Equation 1 is to solve a parameterized \textit{achievement scalarization function (ASF)} optimization problem repeatedly for different parameter values. The ASF approach was originally suggested by Wierzbicki [23]. For a specified reference point $z$ and a weight vector $w$ (parameters of the ASF problem), the ASF problem is given as follows:

Minimize \( z \) \quad \text{ASF}(z, z, w) = \max_{i=1}^{M} \left( \frac{f_i(z) - z_i}{w_i} \right), \quad (17)

Subject to \( g_j(z) \leq 0, \quad j = 1, 2, \ldots, J \).

The reference point $z \in R^M$ is any point in the $M$-dimensional objective space and the weight vector $w \in R^M$ is an $M$-dimensional unit vector for which every $w_i \geq 0$ and $\|w\| = 1$. To avoid division by zero, we shall consider strictly positive weight values. It has been proven that for above conditions of $z$ and $w$, the solution to the above problem is always a Pareto-optimal solution [1]. Figure 6 illustrates the ASF procedure of arriving at a weak or a strict Pareto-optimal solution. For illustrating the working principle of the ASF procedure, we consider specific reference vector $z$ (marked in the figure) and weight vector $w$ (marked as win the figure). For any point $x$, the objective vector $f$ is computed (shown as F). Larger of two quantities ($(f_1 - z_1)/w_1$ and $(f_2 - z_2)/w_2$) is then chosen as the ASF value of the point $x$. For the point $O$, the above two quantities are identical, that is, $(f_1 - z_1)/w_1 = (f_2 - z_2)/w_2 = p$ (say). For points on line GH, the first term dominates and the ASF value is identical to $p$. For points on line GK, the second term dominates and the

ASF value is also identical to $p$. Thus, it is clear that for any point on lines GH and GK, the corresponding ASF value will be the same as $p$. This is why an iso-ASF line for an objective vector at F traces any point on lines KG and GH. For another point A, the iso-ASF line is shown in dashed lines passing through A, but it is important to note that its ASF value will be larger than $p$, since its iso-ASF lines meet at the $w$-line away from the direction of minimum of both objectives. Since the ASF function is minimized, point F is considered better than A in terms of the ASF value. Similarly, point A will be considered better than point B. A little thought will reveal that when the ASF problem is optimized the point O will correspond to the minimum ASF value in the entire objective space (marked with a shaded region), thereby making point O (an efficient point) as the final outcome of the optimization problem stated in Equation 17 for the chosen $z$ and $w$ vectors. By keeping the reference point $z$ fixed and by changing the weight vector $w$ (treating it like a parameter of the resulting scalarization process), different points on the efficient front can be generated by the above ASF minimization process.

For our purpose of estimating a KKT proximity measure for multi-objective optimization, we fix the reference point $z$ to an utopian point: $z_i = z_i^{\text{ideal}} - \epsilon_i$ for all $i$, where $z_i^{\text{ideal}}$ is the ideal point and is set as the optimal function value of the following minimization problem:

Minimize \( z \) \quad \text{ASF}(z, z, w), \quad (18)

Subject to \( g_j(z) \leq 0, \quad j = 1, 2, \ldots, J \).

Thus, the above optimization task needs to be performed $M$ times to obtain the $M$-dimensional $z$-vector. For all our computations of this paper, we set $\epsilon_i = 0.01$. Note that $\epsilon_i = 0$ can also be chosen.

Setting the reference point as an utopian vector, we are left with a systematic procedure for setting the weight vector $w$. For this purpose, we compute the direction vector from $z$ to the objective vector $f = (f_1(x), f_2(x), \ldots, f_M(x))^T$ computed at the current point $x$ for which the KKT proximity measure needs to be computed. The weight value for the $i$-th objective function is computed as follows:

$$w_i = \frac{f_i(x) - z_i}{\sqrt{\sum_{k=1}^{M} (f_k(x) - z_k)^2}}.$$  (19)
In the subsequent analysis, we treat the above w-vector fixed for a given iterate \( x^k \) and set \( w^k = w \). Figure 6 illustrates the reference point and the weight vector. Notice, how the ASF optimization problem results in a corresponding Pareto-optimal solution. Thus, the idea of the above formulation of the ASF problem is that if \( x^k \) under consideration is already a Pareto-optimal solution, the solution to the resulting ASF optimization problem will be the same solution and the KKT optimality conditions are expected to be satisfied. However, if the point \( x \) is away from the efficient frontier, our proposed KKT proximity measure is expected to provide a monotonic metric value related to the proximity of the point from the corresponding ASF optimal solution.

To formulate the KKT proximity measure, first, we use a reformulation of optimization problem stated in Equation 17 into a smooth problem:

\[
\begin{align*}
\text{Min}_{x, x_{n+1}} & \quad F(x, x_{n+1}) = x_{n+1} \\
\text{Subject to} & \quad \frac{f_j(x) - z_j}{w^2_j} - x_{n+1} \leq 0, \quad i = 1, 2, \ldots, M, \\
& \quad g_j(x) \leq 0, \quad j = 1, 2, \ldots, J.
\end{align*}
\]

Since we plan to use Matlab’s \texttt{fmincon}() optimization algorithm for solving the ASF minimization problem, this conversion is helpful. A new variable \( x_{n+1} \) is added and \( M \) additional inequality constraints arise to make the problem smooth [1]. Thus, to find the corresponding Pareto-optimal solution, the above optimization problem has \( (n+1) \) variables: \( y = (x; x_{n+1}) \). For an ideal or an utopian point as \( z \), the optimal solution to the above problem is expected to make \( x_{n+1}^* \geq 0 \).

Since the above optimization problem is a single-objective problem, we can use the KKT proximity metric discussed in the previous section to estimate a proximity measure for any point \( x \). Note that above problem has \( M + J \) inequality constraints:

\[
\begin{align*}
G_j(y) &= \left( \frac{f_j(x) - z_j}{w^2_j} \right) - x_{n+1} \leq 0, \quad j = 1, \ldots, M, \\
G_{M+j}(y) &= g_j(x) \leq 0, \quad j = 1, 2, \ldots, J.
\end{align*}
\]

The KKT proximity measure can now be computed for a given feasible \( x^k \) as follows. Note that \( x^k \) is known, but the variable \( x_{n+1} \) is unknown. Thus, we first construct an \( (n+1) \)-dimensional vector \( y = (x; x_{n+1}) \) and formulate the following optimization problem using Equation 20 to compute the KKT proximity measure:

\[
\begin{align*}
\text{Minimize}_{\epsilon_k, x, x_{n+1}} & \quad \epsilon_k + \sum_{j=1}^{M} \left( u_{M+j} g_j(x^k) \right)^2, \\
\text{Subject to} & \quad \| \nabla F(y) + \sum_{j=1}^{M} u_j \nabla G_j(y) \| \leq \epsilon_k, \\
& \quad \sum_{j=1}^{M} u_j g_j(y) \leq -\epsilon_k, \\
& \quad u_j \geq 0, \quad j = 1, 2, \ldots, (M + J), \\
& \quad -x_{n+1} \leq 0.
\end{align*}
\]

The added term in the objective function allows a penalty associated with the violation of complementary slackness condition. If the iterate \( x^k \) is Pareto-optimal or a KKT point, the complementary slackness condition will be zero (by either \( g_j(x^k) = 0 \) or \( u_{M+j} = 0 \)) and hence the above optimization should end up with a zero objective value. For any other solution, the left side expressions of first two constraints in Equation 23 are not expected to be zero, but the above minimization problem should drive the process to find minimum possible value of \( \epsilon_k \) and constraint violation. In some sense, the optimal \( \epsilon_k \) value should provide us with an idea of the extent of violation of KKT equilibrium condition and complementary slackness condition at every iterate \( x^k \). The addition of the penalty term in the objective function allows to have a larger (and worse) KKT proximity measure value for feasible but non-Pareto-optimal solutions. The final constraint is added to make sure a positive ASF value (\( x_{n+1} \)) is assigned to every feasible point for an ideal or utopian reference point \( z \).

The optimal objective value \( (\epsilon_k^*) \) to the above problem will correspond to the proposed KKT proximity measure. Let us now discuss the variables of the above optimization problem. They are \( \epsilon_k, x_{n+1}, \) and the Lagrange multiplier vector \( u_j \in R^{M+J} \). Thus, there are \((M + J + 2)\) variables and \((M + 2 + J)\) inequality constraints to the above problem. Let us describe the constraints next. The first constraint requires gradient of \( F \) and \( G \) functions:

\[
\begin{align*}
\left\| \sum_{j=1}^{M} \frac{\partial f_j(x)}{\partial x_j} u_j \nabla f_j(x^k) + \sum_{j=1}^{J} u_{M+j} \nabla g_j(x^k) \right\| \leq \sqrt{\epsilon_k},
\end{align*}
\]

Here, the quantity \( \frac{\partial f_j(x)}{\partial x_j} \) is the partial derivative of objective function \( f_j(x) \) with respect to variable \( x_j \) evaluated at the given point \( x^k \). A similar meaning is associated with the partial derivative of the constraint \( g_j \) above. Using the \( L_2 \)-norm and squaring both sides, we obtain the following constraint:

\[
\begin{align*}
\left\| \sum_{j=1}^{M} u_j \nabla f_j(x^k) + \sum_{j=1}^{J} u_{M+j} \nabla g_j(x^k) \right\|^2 + \left( 1 - \sum_{j=1}^{M} u_j \right)^2 \leq \epsilon_k.
\end{align*}
\]

The second constraint in Equation 23 can be rewritten as follows:

\[
\begin{align*}
-\epsilon_k - \sum_{j=1}^{M} u_j \left( \frac{f_j(x^k) - z_j}{w^2_j} - x_{n+1} \right) - \sum_{j=1}^{J} u_{M+j} g_j(x^k) \leq 0.
\end{align*}
\]

For infeasible iterates, we simply compute the constraint violation as the KKT proximity measure. Therefore, the KKT proximity measure for any iterate \( x^k \) is calculated as follows:

\[
\text{KKT Proximity Measure}(x^k) = \begin{cases} 
\epsilon_k^*, & \text{if } x^k \text{ is feasible,} \\
1 + \sum_{j=1}^{J} (g_j(x^k))^2, & \text{otherwise.}
\end{cases}
\]

An analysis of the optimization problem stated in Equation 23 and the subsequent simplifications reveal an important result. The optimal KKT proximity measure for feasible solutions is
given as follows:

$$
\epsilon_k = 1 - \sum_{j=1}^{M} u_j^* - \sum_{j=1}^{J} \left( u_{M+j}^* g_j(x^*) \right)^2.
$$

(28)

Since each $u_j^* \geq 0$ and third term is always positive, $\epsilon_k$ is always bounded in $[0,1]$ for any feasible solution $x^*$. To make infeasible solutions to have worse KKT proximity measure value than that for any feasible solution, we add one in the expression of $\epsilon_k$ value for an infeasible solution in Equation 27. For a KKT point $x^k = x^*$, the complementary slackness $u_{M+j}^* g_j(x^*) = 0$ for all constraints and Equation 24 reduces to $\epsilon_k \geq \left( 1 - \sum_{j=1}^{M} u_j \right)^2$. In such a case, along with other conditions including the fact that each $u_j$ is independent, it can be shown that $\epsilon_k = 0$, meaning that at the KKT point the KKT proximity measure is always zero.

We now illustrate the working of the above KKT proximity measure on Problem P1, which was used in illustrating the working of the naive KKT error metric earlier. The ideal point for this problem is $z^{ideal} = (0, 1)^T$. The variable bounds are converted into four inequality constraints and the optimization problem stated in Equation 23 is solved for 10,000 grid points in the variable space. Each optimization problem is solved using Matlab’s fmincon() optimization routine. Figure 7 shows the KKT proximity surface and its contour plot on the objective space. The efficient frontier can be clearly seen from the contour plot. Moreover, it is interesting to note how the contour lines become almost parallel to the efficient frontier, thereby indicating that when a set of non-dominated solutions close to the efficient frontier is found, their KKT proximity measure values will be more or less equal to each other. Also, unlike in the naive approach (shown in Figure 2), a monotonic reduction of the KKT proximity measure towards the efficient frontier is evident from this figure and also from Figure 8 plotted for a fixed value of $x = 0.2$ and spanning $y$ in its range $[0,1]$. The proposed KKT proximity measure monotonically reduces to zero at the corresponding Pareto-optimal point. A comparison of this figure with 3 clearly indicates that the proposed KKT proximity measure can be used to assess closeness of points to Pareto-optimal points and can also be used to possibly determine a termination of an EMO simulation run reliably.

To investigate further whether the proposed KKT Proximity metric can be used as a proximity indicator of non-dominated solutions to the true Pareto-optimal solutions, we calculate the smallest, average, median and largest KKT proximity value for all NSGA-II non-dominated solutions generation-wise obtained earlier for Problem P1 and plot them in Figure 9. The inset figure shows a fairly steady decrease in the KKT proximity value with generation to zero, which is a true reflection of the generation-wise NSGA-II non-dominated points shown in Figure 4. This figure clearly indicates the possibility of using the proposed KKT proximity measure as a termination criterion or as a metric for evaluating convergence properties of an EMO algorithm.

Next, we consider a constrained optimization problem (P2) having two inequality constraints, which may cause an set-based multi-objective optimization algorithm to face both feasible and infeasible points along the way of converging to the Pareto-optimal set:

$$
P2 : \begin{cases}
\text{Minimize} (x, y), \\
\text{Subject to} \\
g_1(x) = (x - 1)^2 + (y - 1)^2 \leq 0.81, \\
g_2(x) = x + y \leq 2, \\
0 \leq (x, y) \leq 2.
\end{cases}
$$

(29)

The above problem introduces six constraints in total considering the variable bounds as constraints. The Pareto-optimal solutions lie on the first constraint boundary: $y^* = 1 - \sqrt{0.81 - (x^* - 1)^2}$ for $x^* \in [0,1]$. To investigate the KKT proximity measure at different infeasible and feasible points in the search space, we compute the KKT proximity metric value for 10,000 points in the search space and plot the metric surface in Figure 10. Both the surface and the contours of the KKT proximity measure indicates that it is zero at the Pareto-optimal solutions and increases as the points move away from the efficient front. Once again, we observe that the metric value increases monotonically from the feasible region towards infeasible region and also inside the feasible region, the proximity metric value monotonically reduces to zero to the efficient front.

NSGA-II is applied to Problem P2 with identical parameter settings as in Problem P1. To make the problem a bit more difficult, upper bounds on both variables were chosen to be 10, instead of 2. Constrained non-dominated solutions are shown...
For generation-wise sets of non-dominated solutions obtained following section, we compute the KKT proximity measure of a set-based multi-objective optimization algorithm. In the problems indicates it can be used as a measure to performance proximity values are very close to zero. The variation in KKT proximity values among these solutions is also small and the KKT proximity measure can be modified using the above AASF formulation, which is provided in the appendix of this paper. We shall demonstrate the effect of using the AASF approach compared to the ASF approach on some test problems having weak

C. Augmented KKT Proximity Measure to Avoid Weak Pareto-optimal Solutions

The ASF procedure calculated from an ideal or an utopian point may result in a weak Pareto-optimal solution [2], as shown in Figure 13. Consider a weak Pareto-optimal point A shown in the figure. The iso-ASF contour line passing through this point will have the same ASF value as for the strict efficient point O. A minimization of the ASF problem for the chosen z and w-vectors will find any weak Pareto-optimal solutions on the line OA. However, most EMO algorithms are expected to find strict Pareto-optimal solutions (such as point O only), which are not weak. As discussed elsewhere [1], the weak Pareto-optimal solutions can be avoided if an augmented ASF is used instead. We describe the AASF optimization problem as follows:

\[
\text{Minimize } \mathbf{x} \quad \text{ASF}(\mathbf{x}, \mathbf{z}, \mathbf{w}) = \max_{j=1}^{M} \left( \frac{f_j(\mathbf{x}) - z_j}{w_j} \right) + \rho \sum_{j=1}^{M} \left( \frac{f_j(\mathbf{x}) - z_j}{w_j} \right),
\]

Subject to \( g_j(\mathbf{x}) \leq 0, \quad j = 1, 2, \ldots, J. \)

Here, the parameter \( \rho \) takes a small value (\( \sim 10^{-4} \)). The additional term on the objective function has an effect of making the iso-AASF lines inclined to objective axes, as shown in the figure. The inclination angle is more for larger value of \( \rho \). The iso-AASF line for an arbitrary point F is shown in the figure. A little thought will reveal that with some positive \( \rho \) value, the optimal solution to the above AASF problem is the point O, as point A or other weak Pareto-optimal points will make the AASF value larger than that at A, due to its meeting the w-line at a higher point. The difference between ASF and AASF values at point A is clear from the iso-ASF and iso-AASF lines shown in the figure.

The above-mentioned calculation procedure of KKT proximity measure for generation-wise sets of non-dominated solutions obtained by different multi and many-objective evolutionary algorithms from the literature.

Fig. 10. KKT proximity measure is plotted for Problem P2. The figure (a) shows the feasible space and the contour plot of the KKT proximity measure. The figure (b) shows the KKT proximity measure surface.

Fig. 11. NSGA-II obtained constrained non-dominated solutions approach the efficient frontier with generations. When no feasible solution exist in a population, the KKT proximity measure values are then computed for the non-dominated solutions. When no feasible solution exist in a population, the constrained domination principle declares the least constraint violated solution as the constrained non-dominated solution. At generation 16, solution A (shown in Figure 11), which is a non-dominated solution to the rest, but is not a Pareto-optimal solution, is created. As can be seen from Figure 10(a), this point has a relatively large KKT proximity value, but when a near-Pareto-optimal solution is found to dominate Solution A at generation 23, the largest KKT proximity measure value reduces. After about 40 generations, all non-dominated points are close to the true efficient front and the the variation in KKT proximity values among these solutions is also small and the KKT proximity values are very close to zero.

The KKT proximity measure on both the above test-problems indicates it can be used as a measure to performance of a set-based multi-objective optimization algorithm. In the following section, we compute the KKT proximity measure for generation-wise sets of non-dominated solutions obtained in Figure 11. It is observed that up to the sixth generation, no feasible solution is present in the NSGA-II population. Thereafter, NSGA-II finds solutions in the feasible space and is able to find solutions close to the efficient frontier with generations, as shown in the figure. KKT proximity measure values are very close to zero.
Pareto-optimal points. The next section discusses simulation results using the above KKT proximity measures on several multi and many-objective problems from the literature.

V. RESULTS

In this section, we consider two and three-objective test problems to demonstrate the working of the proposed KKT proximity measure with an EMO algorithm. Two-objective problems are solved using NSGA-II [12] and three or more objective problems are solved using NSGA-III [5]. In all problems, we use the SBX recombination operator [22] with \( p_c = 0.9 \) and \( \eta_c = 30 \) and polynomial mutation operator [2] with \( p_m = 1/n \) (where \( n \) is the number of variables) and \( \eta_m = 20 \). Other parameters are mentioned in discussions on individual problems.

A. Two-Objective ZDT Problems

First, we consider commonly used two-objective ZDT problems. ZDT1 and ZDT2 has 30 variables and the efficient solutions occur for \( x_i = 0 \) for \( i = 2, 3, \ldots, 30 \). Before we evaluate the performance of an EMO algorithm on these problems, we first consider ZDT1 problem and 30 variables are set using two parameters: \( x = x_1 \) and \( y = x_2 = x_3 = \ldots = x_{30} \). Thereafter, we calculate the proposed KKT proximity measure for two parameters \( x \) and \( y \) in the range [0, 1]. 10,000 equi-spaced points are chosen in \(-y, x\) plane to make the plot. Since at \( x_1 = 0 \), the derivative of \( f_2 \) does not exist, we do not compute the KKT Proximity measure for such solutions. Figure 14 clearly indicates the following two aspects:

1) The KKT proximity measure reduces to zero at the efficient frontier.
2) The KKT proximity measure increases almost parallelly to the efficient frontier in the local vicinity of the efficient frontier.

We now apply the KKT proximity measure procedure with ASF formulation to each non-dominated solution obtained by NSGA-II (with a population size of 100) at every generation until 200 generations. Thereafter, the smallest, median, and largest KKT proximity measure value for all non-dominated solutions at each generation is plotted in Figure 15. If the proposed KKT proximity measure is used to terminate the NSGA-II run, the run would have terminated at around 60th generation, as the difference between minimum and median KKT proximity measure for all non-dominated points is insignificant thereafter. It is also interesting to note how the KKT proximity measure values reduce to zero with generation. Interestingly, EMO algorithms work without any derivative information or without using any KKT optimality conditions in its operations. Even then, the an EMO algorithm (NSGA-II here) is able to approach the theoretical efficient frontier with increasing generations. The first population member to reach the efficient front took 32 generations, while 50% population members converge within 38 generations and all 100 population members converge to the efficient front in just 59 generations. Not only the KKT proximity measure depicts the dynamics of convergence behavior of NSGA-II on ZDT1, it also indicates that generation span (27 generations) within which a rapid convergence of all population members take place. The close variation of all five indicators in the figure suggests that NSGA-II converges front-wise in the ZDT1 problem.

Next, we consider 30-variable ZDT2 problem. Considering \( x = x_1 \) and \( y = x_2 = x_3 = \ldots = x_{30} \), we compute KKT proximity measure for 10,000 points in the \( x-y \) space and resulting measure values are plotted on the ZDT2 objective space in Figure 16. ZDT2 has a non-convex efficient front, as shown in the figure. Notice, how the KKT proximity measure monotonically reduces to zero at the efficient frontier. The contour plots indicate almost parallel contour lines to the
efficient frontier, as the points move away from the efficient frontier. The smoothness of the KKT proximity measure surface is another interesting aspect which can be exploited in various ways.

Now, we demonstrate how the non-dominated sets of points obtained from NSGA-II are evaluated by the KKT proximity measure in Figure 17. A population of size 100 is used and a maximum of 200 generations are run. Here, we include all non-dominated points for KKT Proximity measure computation except points having \( x_1 = 0 \). This is because \( x_1 = 0 \), makes \( f_1 = 0 \) and these points correspond to weak Pareto-optimal points and thus they will be judged as KKT points having our KKT proximity measure value as zero. Figure 16 demonstrates this aspect clearly. It is clear that without considering weak Pareto-optimal points having \( x_1 = 0 \) points (some of which are also strict Pareto-optimal points), the KKT proximity measure reduces to zero with generation. Finally, at around generation 39, there is one solution that lies on the true efficient front. Soon thereafter, all non-dominated solutions fall on the true efficient front.

If, however, all non-dominated solutions including \( x_1 = 0 \) are considered for the KKT proximity measure computation, the convergence to the zero KKT proximity measure value is faster, as shown in Figure 18. The first efficient solution is found at generation 1 itself and this point is a weak Pareto-optimal point.

Now, we consider the augmented ASF (or AASF) for the KKT proximity measure computation for all non-dominated solutions of NSGA-II runs on ZDT2 problem. Since weak Pareto-optimal solutions will not be optimal solutions for the augmented ASF computation, the weak Pareto-optimal solutions will produce non-zero proximity measure value. Figure 19 shows the variation of the KKT proximity measure with AASF. It takes 39 generations to find the first strictly efficient solution. Once again, the measure reduces with generation counter, but the convergence is a bit slower than that in Figure 18. The reduction of KKT proximity measure to zero with generation is an indication that it can be used as a termination condition or can be used as a measure of proximity of non-dominated sets to the efficient frontier. The figure reveals that NSGA-II requires 43 generations to have 50% population members to converge to the efficient front and 50 generations for all 100 solutions to converge. Since AASF formulation is capable of differentiating weak from strict Pareto-optimal points, we use the AASF formulation to compute the KKT proximity measure for the rest of the problems here.

Now, we consider 30-variable ZDT3 problem. KKT proximity measures for NSGA-II non-dominated solutions (obtained with a population size of 40 and run until 200 generations) using the AASF metric are shown in Figure 20. The first Pareto-optimal solution was found at generation 7 and half of all Pareto-optimal solutions were found at generation 26, but it took 159 generations to find all Pareto-optimal solutions. The disjoint efficient front in this problem makes NSGA-II to find 100% population members to converge to the true efficient front. The KKT proximity measure variation supports the original test-problem construction philosophy for designing ZDT3 problem, as it was then thought that the disconnected nature of the efficient sets could provide difficulties to a multi-objective algorithm [24].

The 10-variable ZDT4 problem is multimodal and has about 100 local efficient fronts and is more difficult to solve than ZDT1 and ZDT2. Using identical NSGA-II parameter values and with a population size of 100, Figure 21 shows how generation-wise variation of the KKT proximity measure takes place for the non-dominated population members of a typical NSGA-II run. Once again, a monotonic decrease in the KKT proximity measure indicates its suitability as a termination condition for an EMO algorithm. Here again, we do not consider points having \( x_1 = 0 \) to avoid points for which the derivative does not exist.

Finally, KKT proximity measure values for NSGA-II population members (population size 40) for ZDT6 problem are shown in Figure 22. The first, half and all population members require 21, 27, and 28 generations to converge to the efficient front. This plot suggests almost simultaneous convergence of 40 points on the true efficient set. Although a maximum generations of 200 were fixed for the NSGA-II run, the figure indicates that a maximum of 28 generations were enough to have all solutions to converge on the efficient front for the above simulation run.
B. Three-objective DTLZ Problems

DTLZ1 problem has a number of locally efficient fronts on which some points can get stuck, hence it is relatively difficult problem to solve to global optimality. Recently proposed NSGA-III procedure [5] is applied to DTLZ1 problems with 92 population members for 1,000 maximum generations. Figure 23 shows the variation of KKT proximity measure values (with AASF formulation) versus the generation counter. Although a Pareto-optimal solution is found fairly early (68 generations), half of the non-dominated set took more than 480 generations to converge to the true efficient front, however all 92 population members took an overall 731 generations for half and all 92 population members to converge to the true efficient front, the first population member took 80 generations to converge to the efficient front.

Next, we apply NSGA-III with a population size of 92 to three-objective DTLZ2 problem, which has a concave efficient front. NSGA-III was run for a maximum of 400 generations. Figure 24 shows the KKT proximity measure values. Interestingly, the convergence of the entire non-dominated set to the respective Pareto-optimal solutions happens almost at the same time in this problem, as dictated by the small differences in smallest, median and largest KKT proximity measure values. The first, 50% and all 92 population members took 55, 83, and 157 generations, respectively, to converge to the efficient front for the above particular run.

DTLZ5 problem has a degenerate efficient front. Although the problem has three objectives, the efficient front is two-dimensional. Figure 25 shows the KKT proximity measure values versus generation number for NSGA-III with a population size of 92. In this problem, a number of ‘redundant’ solutions remain as non-dominated with Pareto-optimal solutions and these solutions cause a challenge to an EMO algorithm to converge to the true efficient front. The first population member took 80 generations to converge to the efficient front.

Half the population took 110 generations to converge to the efficient front, but it took 163 generations for all 92 population members to converge to the efficient front.

C. Many-Objective Optimization Problems

As the number of objectives increase, EMO algorithms find DTLZ1 and DTLZ2 problems difficult to optimize as evident from Figures 26 and 27. For five and 10-objective versions of DTLZ1 and DTLZ2, we have used 212 and 276 population members. While the five-objective DTLZ1 problem took 317 and 959 generations to have half and all 212 population members to converge to the efficient front.

Since DTLZ2 problem is relatively easier to solve to Pareto-optimality, KKT proximity measure values for five and 10-objective DTLZ2 problems are found to be steadily approaching to zero, as evident from Figures 28 and 29, respectively. The five-objective DTLZ2 problem requires 102 and 329 generations for half and all 212 population members to converge...
to the efficient front, while the 10-objective DTLZ2 problem requires 215 and 348 generations, respectively, for half and all 276 population members to converge to the efficient front.

The above results amply demonstrate the scalability of the proposed KKT proximity metric to many-objective optimization problems and behavior of NSGA-III in solving these problems.

D. Constrained Test Problems

We now consider some standard constrained test problems. First, we consider the problem TNK, which has two constraints, two variables and two objectives, as shown below:

\[
\begin{align*}
\text{Min. } f_1(x) &= x_1, \\
\text{Min. } f_2(x) &= x_2, \\
\text{s.t. } g_1(x) &= x_1^2 + x_2^2 - 1 - 0.1 \cos \left( 16 \arctan \frac{x_1}{x_2} \right) \geq 0, \\
g_2(x) &= (x_1-0.5)^2 + (x_2-0.5)^2 \leq 0.5, \\
&0 \leq x_1 \leq \pi, \quad 0 \leq x_2 \leq \pi.
\end{align*}
\]

NSGA-II is run with 40 population members. For the specific run, the initial population has only six feasible solutions, but since they were away from the Pareto-optimal region, their KKT proximity measure value was calculated to be large. As shown in Figure 30, thereafter, with iterations more and more solutions became feasible and all 40 population members becomes feasible. Importantly, the non-dominated solutions started to approach the efficient front. The corresponding KKT proximity measure values (smallest, median and largest values among the non-dominated solutions) reduce with generation and eventually at generation 48 all 40 population members reach very close to the efficient front. If a termination criterion was used based on KKT proximity measure, generation 48 would have been the earliest opportunity to have all non-dominated solutions close to the efficient front for NSGA-II to terminate. Without such information, it is difficult to decide on an appropriate termination point. Interestingly, NSGA-II or most other EMO methods do not use any gradient information or any KKT optimality conditions in their operators. Even then, the operator interactions of the algorithms allow the whole population to continuously come closer to the efficient front with iterations. This remains as an interesting matter which could encourage theoretical optimization researchers to pay attention to the working procedure of EMO algorithms for multi-objective optimization.

Next, we consider problem BNH which has two variables and two constraints:

\[
\begin{align*}
\text{Minimize } f_1(x) &= 4x_1^2 + 4x_2^2, \\
\text{Minimize } f_2(x) &= (x_1 - 2)^2 + (x_2 - 2)^2, \\
\text{subject to } g_1(x) &= (x_1 - 5)^2 + x_2^2 \leq 25, \\
g_2(x) &= [(x_1 - 8)^2 + (x_2 + 2)^2] \geq 7.7, \\
&0 \leq x_1 \leq 5, \quad 0 \leq x_2 \leq 3.
\end{align*}
\]

Due to the known difficulty in solving this problem, NSGA-II is run with 200 population members. Figure 31 shows the variation of KKT proximity measure with generation for problem BNH. At generation 26, one of the population members falls on the efficient front, while half of the population requires 212 generations. The remaining 50% of population members do not converge to the efficient front in 250 generations.

Next, we consider the consider the SRN problem, stated below:

\[
\begin{align*}
\text{Minimize } f_1(x) &= 2 + (x_1 - 2)^2 + (x_2 - 1)^2, \\
\text{Minimize } f_2(x) &= 9x_1 - (x_2 - 2)^2, \\
\text{subject to } g_1(x) &= x_1^2 + x_2^2 \leq 225, \\
g_2(x) &= x_1 - 3x_2 + 10 \leq 0, \\
&-20 \leq x_1 \leq 20, \quad -20 \leq x_2 \leq 20.
\end{align*}
\]

The Pareto-optimal points were found to have the following properties: \( x_1 = -2.5 \) and \( x_2 \in [2.50, 14.79] \). KKT proximity measure values computed for 160,801 uniformly-spaced gridded points in the search space \((x = x_1\) and \(y = x_2)\) are shown in a contour plot in Figure 32. It is clear that as the solutions get closer to the above Pareto-optimal points, the KKT proximity measure value gets smaller. To illustrate this aspect better, we have plotted the KKT proximity measure for certain fixed \( y = x_2 \) values in the range \([2.50, 14.79]\) in Figure 33 for different \( x = x_1 \) values. It is clear from the plot that closer a point is to \( x = -2.5 \), smaller is the corresponding KKT proximity measure for each \( y \) value. For \( y = 2.5 \), any \( x \) larger than \(-2.5\) is infeasible and the KKT proximity measure value is also large. The penalty term in our KKT proximity measure expression (Equation 27) makes a more infeasible solution (having a larger \( g \) value) to have a larger KKT proximity measure, as also evident from the figure.

Figure 34 plots the KKT proximity measure for generation-wise NSGA-II non-dominated solutions. A population of size...
40 is used. Although one population member with a KKT proximity value less than 0.01 was first discovered at generation 169, it took 363 generations for 25% population members to converge to the efficient front. At 500-th generation, the 50-th and 75-th percentile KKT proximity measure values are 0.018 and 0.026, respectively. The reason for this wide spread in KKT proximity measure can be understood from Figure 35, which presents the non-dominated solutions in the $x_1$-$x_2$ plane at generation 500. It is clear that due to the lack of convergence of all solutions on the exact Pareto-optimal set ($x_1 = -2.5$ and $x_2 \in [2.5, 14.79]$) [2], shown by the dashed line) by NSGA-II procedure, the spread in KKT proximity measure values is also large.

Next, we consider problem OSY, stated below:

\[
\begin{align*}
\text{Min. } & \quad f_1(\mathbf{x}) = -\left[25(x_1 - 2)^2 + (x_2 - 2)^2 + (x_3 - 1)^2 + (x_4 - 1)^2\right] \\
\text{Min. } & \quad f_2(\mathbf{x}) = x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_5^2 + x_6^2, \\
\text{s.t. } & \quad g_1(\mathbf{x}) = x_1 + x_2 - 2 \leq 0, \\
& \quad g_2(\mathbf{x}) = x_1 + x_2 - 6 \leq 0, \\
& \quad g_3(\mathbf{x}) = -x_1 + x_2 - 2 \leq 0, \\
& \quad g_4(\mathbf{x}) = x_1 - 3x_2 - 2 \leq 0, \\
& \quad g_5(\mathbf{x}) = (x_3 - 3)^2 + x_4 - 4 \leq 0, \\
& \quad g_6(\mathbf{x}) = -(x_5 - 3)^2 - x_6 + 4 \leq 0, \\
& \quad 0 \leq x_1, x_2, x_6 \leq 10, \quad 1 \leq x_3, x_5, x_4 \leq 5, \quad 0 \leq x_4 \leq 6.
\end{align*}
\]

Pareto-optimal solutions for this problem were identified in another study [2]. NSGA-II is run with 200 population size.

Figure 36 shows the KKT proximity measure values (smallest, 25-th percentile, median, 75-th percentile and the largest for all non-dominated solutions) as they vary with generations. A steady decrease in these values with the generation counter can be observed from the figure. The first population member comes close to the efficient front at generation 33. Thereafter, 50-th and 75-th percentile population members took 148 and 173 generations, respectively, to converge to the efficient front. However, until generation 250, all 200 population members could not come close to the efficient front. To identify the reason for this lack of convergence, Figure 37 shows the KKT proximity measure values for the non-dominated solutions of NSGA-II populations for problem OSY.

**E. Engineering Design Problems**

Next, we consider two multi-objective optimization problems from practice. In both problems, we have used the AASF formulation for the KKT proximity computation.

1) **Welded Beam Design Problem:** The welded beam design problem has two objectives and a few non-linear constraints [2]. This problem is solved using NSGA-II with 60 population members, initially created at random. Figure 38 shows the variation of the smallest, median and largest KKT proximity measure values with generation counter. The figure shows that although the first Pareto-optimal solution was found at generation 26, half of the population came close to the efficient front after 33 generations. Thereafter, in few more generations most non-dominated points came close to the efficient front. The 75-th percentile of the population converges at generation 49, while the last population member converges at 496-th generation. In practical problems, such behavior is expected. The use of a local search method to improve the final few non-converged population members will constitute a faster computational approach.
2) Car Side Impact Problem: Next, we consider a three-objective CAR car design problem having seven variables and 10 constraints and 14 variable bounds. NSGA-III [13] is applied with 92 initial population members. Figure 39 shows the variation of KKT proximity measure with generations. The first Pareto-optimal solution took 23 generations to appear, thereafter, it took another 21 generations for 50% of the population members to converge to the efficient front. The final solution took a total of 274 generations to converge to the efficient front. The behaviors of NSGA-III on this problem and NSGA-II on the welded beam design problem seem to similar.

3) WATER Problem: Finally, we consider a five-objective WATER problem having three variables and seven constraints. NSGA-III [13] is applied with 68 initial population members and using identical other parameter values as in previous problems. Figure 40 shows the variation of KKT proximity measure with generations. An interesting and unknown property of this problem becomes clear. Since there are three variables and five objective functions, the efficient front is at most three-dimensional. Most random solutions lie on the Pareto-optimal set in this problem. It is clear from the figure that the 75-th percentile population member is on the efficient front at the initial population. After 47 generations, the last population member reaches close (within $e^* \leq 0.01$) to the efficient front. Since this problem is now found to be simple to get to the efficient front easily, we do not recommend this problem to be used as a test problem in many-objective studies.

VI. KKT PROXIMITY MEASURE FOR IMPROVED EMO APPLICATIONS

The KKT proximity measure value for each non-dominated solution in an EMO population can also be used differently to either improve the convergence behavior or to set up a termination condition of an EMO. We discuss these possible future studies in the following.

A. Termination Criterion

Above results amply demonstrate that the proposed KKT proximity measure can be used to terminate a simulation run, as the measure is able to indicate whether multiple trade-off points are truly all close to the efficient front or not. In this section, we demonstrate the possibility of using the KKT proximity measure as a termination criterion by presenting further simulation runs.

For each of the problems discussed above, we perform the following study. To reduce computational burden, we compute the KKT proximity measure (KKTTPM) values for all current non-dominated solutions in the population after every five generations. When the median KKTTPM value of the current non-dominated set reaches a threshold value or less (say, $\eta_T$), we terminate the run. The procedure is repeated from 25 different initial populations, and minimum, median, and maximum generations to termination are recorded. They are tabulated in Table I for two different threshold ($\eta_T$) values. All two variable problems are solved using NSGA-II [12] and all three and many-objective problems are solved using NSGA-III [5].

<table>
<thead>
<tr>
<th>Problem</th>
<th>$\eta_T = 0.01$</th>
<th>$\eta_T = 0.001$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Median</td>
</tr>
<tr>
<td>ZDT1</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>ZDT2</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>ZDT3</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>ZDT4</td>
<td>45</td>
<td>60</td>
</tr>
<tr>
<td>ZDT6</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>TNK</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>OSY</td>
<td>65</td>
<td>90</td>
</tr>
<tr>
<td>BNH (II)</td>
<td>350(1)</td>
<td>350(1)</td>
</tr>
<tr>
<td>BNH (III)</td>
<td>45</td>
<td>70</td>
</tr>
<tr>
<td>SRN (II)</td>
<td>310(5)</td>
<td>350(5)</td>
</tr>
<tr>
<td>SRN (III)</td>
<td>110</td>
<td>235</td>
</tr>
<tr>
<td>DTLZ1-3</td>
<td>300</td>
<td>370</td>
</tr>
<tr>
<td>DTLZ1-5</td>
<td>310</td>
<td>360</td>
</tr>
<tr>
<td>DTLZ1-10</td>
<td>220</td>
<td>250</td>
</tr>
<tr>
<td>DTLZ2-3</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>DTLZ2-5</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>DTLZ2-10</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>DTLZ3-5</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>WELD</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>WATER</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CAR</td>
<td>15</td>
<td>25</td>
</tr>
</tbody>
</table>

![Fig. 40. Generation-wise KKT proximity measure is computed for non-dominated solutions of NSGA-II populations for the WATER problem.](image-url)
numbers in brackets indicate the number of runs (out of 25) the median KKT proximity measure value has reduced below the threshold value of $\eta_T$ in the event of not all 25 runs satisfying the specified termination condition. The table indicates that the KKT proximity measure can be used as a termination condition, as in most cases the same order of magnitude in the terminating generation number was found to be adequate over multiple runs. For ZDT problems, the termination happens within a few tens of generations. For DTLZ1 problem, NSGA-III satisfies the termination condition within a few hundreds of generations consistently over multiple runs, but for DTLZ2 problem, NSGA-III requires a few tens of generations. BNH and SRN problems were found to be difficult to solve to KKT-optimality using NSGA-II, but NSGA-III seems to perform better on these two problems due to its external guidance property. The WATER problem is found to be extremely easy and 50% non-dominated solutions were found to lie on the efficient front right from the initial generation. In the above experiments, KKT proximity measure was computed after every 5 generations, but a future parametric study is needed to establish a reasonable gap in generations for KKT proximity measure computation so as to make a good balance of extra computations involved in computing it versus the extent of change in KKT proximity measure between two such termination checks.

B. Develop a More Convergent EMO

The KKT proximity measure values for different non-dominated population members provide a relative understanding of convergence pattern at various regions of the efficient front. Refer to Figure 37 in which it was observed that after 250 generations, NSGA-II is able to find solutions very close to the true Pareto-optimal solutions for the minimum $f_1$ solutions, but many solutions near minimum $f_2$ region were not close to their respective Pareto-optimal solutions. The solutions having a larger KKT proximity measure value, indicating their relatively slow convergence properties, can be recognized early on during a simulation run. This information can be utilized in an EMO in many different ways to improve EMO’s overall convergence behavior. For example, the region having poor KKT proximity values can be subjected to additional focused search, such as using a local search method, so that a faster convergence can be achieved for those regions. Since the variation of KKT proximity measure for different regions of the trade-off frontier can now be available, the rate of convergence of different regions can also be easily calculated and an adequate emphasis of search can be provided at regions having slower rate of convergence. This was not possible before on non-test problems for which no knowledge of Pareto-optimal solutions are known beforehand. KKTPM allows us to get a comprehensive idea of relative convergence behavior of different non-dominated solutions without knowing the true location of the Pareto-optimal solutions.

C. Other Types of Multi-Objective Optimization Problems

The KKT proximity measure can also be used for other types of multi-objective optimization studies, such as for evaluating convergence behavior of preference-based EMO methods – Reference point based EMO [25] or ‘light beam’ based EMO [26], etc.

Although gradients of objective and constraint functions are needed to compute the KKT proximity measure value at any point, the use of numerical gradients (from function value information at two or more neighboring points) can be explored. This may allow the applicability of the proposed method to a wide variety of problems. For this purpose, the subdifferentials [27] and related KKT optimality theories [19] can be used with our proposed KKTPM construction methodology and applied to certain non-differentiable problems.

D. Develop an Efficient Island-based Parallel EMO

In an island-based parallel application of EMO, a different EMO with separate cone-domination concept was suggested to be to applied on a different processor [28]. A KKT proximity measure computation for each processor would provide the knowledge of fast and slow-converging islands (or processors). To have an overall efficient search method, best solutions from a convergent processor can be migrated to other less-convergent processors in the hope of speeding up the overall convergence of the algorithm to improve the performance of island-based parallel EMO algorithms.

VII. CONCLUSIONS

This paper has extended the concept of approximate KKT point definition proposed in an earlier study but for single-objective optimization problems to multi-objective optimization. For each point, an equivalent achievement scalarizing function is developed and a KKT proximity metric is defined to estimate the proximity of the solution from a corresponding Pareto-optimal solution. The idea is novel and has been demonstrated to provide a reducing proximity measure value with the solutions getting closer to the true efficient front on many test problems and a few engineering design problems.

The KKT proximity measure of a set of non-dominated solutions of an EMO population can be utilized to constitute a faster and more convergent method. Some viable methods have been discussed in this paper. One important outcome is that the proposed metric can be used to terminate an EMO run as an indicator of overall convergence behavior (and their proximity) of non-dominated points to the the true Pareto-optimal solutions.

The computation of the metric requires gradients of the objective and constraint functions at each point, hence the metric is computable only for differentiable problems at this stage. Further studies are needed to extend the idea to non-differentiable and discrete problems. To reduce the computational complexity of overall method, it is also suggested to compute the KKT proximity metric value after every five or 10 generations. Despite these limitations, the connection of EMO-obtained solutions being close to theoretical KKT points in a problem remains as a hallmark achievement of this paper. Although gradients are not used in an EMO algorithm for updating one population to its next, the fact that the
overall search process directs the population towards theoretical Pareto-optimal points remains interesting and intriguing. Certainly, such studies close the gap between theoretical and computational optimization studies and bring respects to both methods in utilizing tools of one approach to evaluate the behavior of the other.
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APPENDIX

Here we present the computational procedure of the KKT proximity measure with the augmented achievement scalarizing function approach to avoid zero KKT proximity metric value for weak Pareto-optimal solutions.

The optimization problem described in Equation 20 is now changed for the augmented ASF approach, as follows:

\[
\min_{(x, x_{n+1})} \quad F(x, x_{n+1}) = x_{n+1} \\
\text{s.t.} \quad \sum_{j=1}^{M} \left( \frac{f_j(x) - z_j}{w_j} \right) + \rho \sum_{j=1}^{M} \left( \frac{f_j(x) - z_j}{w_j} \right) - x_{n+1} \leq 0, \quad \forall i, \\
\quad g_j(x) \leq 0, \quad j = 1, 2, \ldots, J.
\]

This makes the \( G_j(y) \) with \( y = (x; x_{n+1}) \) updated as follows:

\[
G_j(y) = \left( \frac{f_j(x) - z_j}{w_j} \right) + \rho \sum_{j=1}^{M} \left( \frac{f_j(x) - z_j}{w_j} \right) - x_{n+1} \leq 0, \quad j = 1, 2, \ldots, M.
\]
follows:
\[
\begin{pmatrix}
0 \\ 0 \\ \vdots \\ 0 \\ 1 \\
\end{pmatrix} + \sum_{i=1}^{M} u_i \left( \frac{1}{w_i} \frac{\partial f_i(x^k)}{\partial x_1} + \rho \sum_{j=1}^{M} \frac{\partial f_j(x^k)}{w_j} \right) + \sum_{j=M+1}^{J} \frac{\partial g_j(x^k)}{\partial x} \leq \sqrt{\epsilon_k}.
\] (37)

The above inequality becomes as follows:
\[
\left| \sum_{i=1}^{M} \left( \frac{\nabla f_i(x^k)}{w_i} + \rho u_i \sum_{j=1}^{M} \nabla f_j(x^k) \right) + \sum_{i=M+1}^{J} u_i \nabla g_i(x^k) \right|^2 + \left( 1 - \sum_{i=1}^{M} u_i \right)^2 - \epsilon_k \leq 0.
\] (38)

The second constraint in problem described in Equation 23 becomes as follows:
\[
-\epsilon_k - \sum_{i=1}^{M} u_i \left( \frac{f_i(x^k) - z_i}{w_i} + \rho \sum_{j=1}^{M} \frac{f_j(x^k)}{w_j} - x_{n+1} \right) - \sum_{j=M+1}^{J} u_{M+j} g_j(x^k) \leq 0.
\] (39)

This completes the formulation of the optimization problem for the AASF approach.

Like before, the optimization problem given in Equation 23 can be used with the above modifications and an optimal solution \((\epsilon^*, x_{n+1}^*, u^*)\) can be found. Then, the KTT proximity measure for an iterate \(x^k\) can be computed as follows:

**Augmented KKT Proximity Measure\((x^k) =
\[
\begin{cases}
\epsilon_k, & \text{if } x^k \text{ is feasible,} \\
1 + \sum_{j=1}^{J} \langle g_j(x^k) \rangle^2, & \text{otherwise.}
\end{cases}
\] (40)