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Abstract— Wireless video sensor networks are anticipated to be deployed to monitor remote geographical areas. To save energy in bit transmissions/receptions over a video sensor network, the captured video content needs to be encoded before its transmission to the base station. However, video encoding is an inherently complex operation that can cause a major energy drain at battery-constrained sensors. Thus a systematic evaluation of different video encoding options is required to allow a designer to choose the most energy-efficient compression technique for a given video sensing application scenario. In this paper, we empirically evaluate the energy efficiencies of predictive and distributed video coding paradigms for deployment on real-life sensor motes. For predictive video coding, our results show that despite its higher compression efficiency, inter video coding always depletes much more energy than intra coding. Therefore, we propose to use image compression based intra coding to improve energy efficiency in the predictive video coding paradigm. For distributed video coding, our results show that the Wyner-Ziv encoder has consistently better energy efficiency than the PRISM encoder. We propose minor modifications to PRISM and Wyner-Ziv encoders which significantly reduce the energy consumption of these encoders. For all the video encoding configurations evaluated in this paper, our results reveal the counter-intuitive and important finding that the major source of energy drain in WSNs is local computations performed for video compression and not video transmission.

I. INTRODUCTION

Due to their ease of deployment and dynamically configurable nature, wireless video sensor networks are now becoming increasingly popular [1], [2]. In particular, video sensor networks are finding applications in remote area monitoring and surveillance, such as monitoring of battlefields, disaster-struck regions, forests, and wildlife habitats [2]. Wireless sensor networks (WSNs) are particularly well-suited for such (mostly hostile) deployment scenarios because of their self-configuring and self-organizing characteristics. However, the constraints of WSNs directly conflict with the requirements of video communication. In particular, due to limited energy resources at sensor motes, the most fundamental constraint on any WSN application or protocol is energy efficiency.

Two main sources of energy drain in a sensor mote are local computations and bit transmissions/receptions. Video transmission incurs both types of energy depletion as video content is bandwidth-intensive (requiring significant bit transmissions/receptions) and video compression is an inherently complex operation (requiring significant local computations). In this context, video communication over WSNs presents an interesting tradeoff. On the one hand, in video sensors the idea of performing a high degree of compression to reduce the number of bit transmissions/receptions seems appealing. On the other hand, use of a complex compression technique will result in a considerable increase in the number of local computations at a sensor. A systematic comparison/investigation of the energy depletion of different video coding alternatives on actual wireless video sensors is required to study this tradeoff.

In this paper, we present experimental results of energy consumption due to video compression and transmission for predictive and distributed\textsuperscript{1} video encoding paradigms over the Stargate [3], [4] sensor platform. Moreover, we propose simple modifications to existing video encoders to improve their energy efficiency. For the Predictive Video Coding (PVC) paradigm, we first evaluate the energy consumption for inter- and intra-coded H.264 [5]-[7] video compression. Our experimental results indicate that inter-coded video always consumes much higher amounts of energy (on average 817.40mJ/frame) in comparison to intra-coded video (61.18mJ/frame). Since intra-coding provides better energy efficiency than motion compensated video coding, for the PVC case we propose to use a simple image coding system instead of a conventional video coder. In this context, we show that Motion JPEG2000 [8], [9] can provide much better energy efficiency (15.15mJ/frame) than H.264 intra coding.

Under the Distributed Video Coding (DVC) paradigm [10]-[16], we evaluate the energy consumption of two prominent techniques, namely the PRISM encoder by Ramchandran [12]-[14] and the Wyner-Ziv encoder by Girod [15], [16]. Our experiments show that the PRISM encoder always consumes more energy (on average 64.93mJ/frame) than the Wyner-Ziv encoder (48.65mJ/frame). Based on our evaluation, we identify the main energy consuming blocks in each of these encoding schemes and propose modification to improve those

\textsuperscript{1} Because intra encoder and decoder have almost the same complexity, therefore, intra coding scheme of predictive video coding paradigm is suitable when both the transmitter and the receiver are energy-constrained, whereas distributed video coding is suitable for base station based WSN deployments in which only the transmitter is considered to be energy-constrained.
blocks’ energy efficiency. We show that significant energy savings can be realized for both DVC encoders by the proposed modifications.

Generally, the energy required to transmit one bit exceeds the energy required for a single local computation by a significant margin\(^2\) [19]. Therefore, all the video encoding schemes for WSNs use highly complex computations to achieve the maximum possible compression and reduce the overall energy consumption. However, our results contradict this belief and report that energy depleted during video compression is significantly higher than the energy consumption during video transmission.

The rest of this paper is organized as follows: Section II describes the experimental setup. A brief background and energy consumptions of PVC and DVC video encoding alternatives are discussed in Sections III and IV, respectively. Conclusions are summarized in Section V.

II. EXPERIMENTAL SETUP

For our experiments, we employed C/C++ implementations of all video encoders used in this paper. For the PVC paradigm, we use the H.264/AVC reference implementation (JM 13.5) [7] for inter and intra encoding. Both inter and intra encoding were performed using the Main profile at 12 frames per second. For inter encoding, the order of the encoded frames was I-B-P-B-P-B-I. Default settings were used for the rest of the parameters. For the DVC paradigm, we implemented the PRISM and Wyner-Ziv encoders in C/C++ by closely following the description presented in [13] and [16] respectively. We used 4x4 DCT for both of these encoders. For PRISM, the thresholds values \(T_1\) and \(T_2\) were set equal to 4.58 and 2046.5 respectively [14]. For Wyner-Ziv encoder, we used a GOP\(^3\) size of 2; i.e. odd numbered frames are encoded as key frames using H.264 Intra Main profile while the even numbered frames are Wyner-Ziv encoded using \(M^4\) quantization matrix defined in [16]. For the Motion JPEG2000, we used the Open JPEG Project implementation (OpenJPEG v1.3) [9]. For judicious evaluation, same encoding bitrate is used for all compression schemes evaluated in this paper.

Video sensor in our sensors network testbed comprise of a Stargate [3] gateway and a TelosB [4] mote. All the video coding schemes are run on Stargate and their compressed bit streams are transmitted via the attached TelosB mote. The computational energy depletion for Stargate platform was evaluated by calculating the CPU cycles consumed by each program and multiplying with the energy depletion per cycle count, given in TABLE I. The transmission energy depletion for TelosB mote was calculated similarly. Since the compressed data must be transmitted in 802.15.4 MAC data frames, the total number of transmitted bits includes the compressed data plus 9 bytes of header for every 93 bytes of actual frame payload [17]. The total energy depleted for any encoding scheme is the sum of computational energy for encoding, bitstream transmission energy and computational energy of the Micro Controller Unit (MCU) of the attached TelosB mote for the duration of the transmission mode.

The experiments were performed for the first 96 frames of mobile, carphone, and foreman video sequences. Throughout the paper, all the energy consumption values are stated on per frame basis, unless otherwise stated. All of these video sequences are in YUV format (decomposition 4:2:0), and of QCIF resolution (176 x 144). All these video sequences have different content characteristics. Specifically, the mobile sequence has a continuous relative motion of objects with some movement in the camera; the carphone sequence has a non-uniform changing background with more motion in the foreground [18]; and the foreman sequence has very little motion and significant low complexity content. This content diversity enables us to comprehensively analyze the behavior and energy depletions of the present encoding schemes.

In the next two sections, we present experimental results of the energy depletion of different encoding options in both the PVC and DVC paradigm. These two paradigms correspond to two different WSN communication scenarios: PVC is suitable for sensor-to-sensor communication, while DVC is designed for sensor-to-base-station communication. We present our performance evaluation keeping the following questions in mind: 1) What video encoding options (inter/intra/DVC video coding) provide better energy efficiency? 2) How much energy efficiency is provided by these different video encoding options? 3) What is the impact of different video characteristics (mobility, frequency content) on energy efficiency? These questions are intertwined and are addressed empirically in the next two sections.

III. ENERGY EFFICIENCY OF PREDICTIVE VIDEO CODING

Local computations and bit transmissions are the two main sources of energy drain in a sensor. Generally, the energy drain caused by bit transmission exceeds the energy drain caused by local computations [19]. However, achieving a high degree of compression for video data is computationally intensive and may result in energy depletion that exceeds the energy savings resulting from fewer bit transmissions. To evaluate these conflicting objectives, a detailed analysis of this compression-communication tradeoff is required.

In this section, we present a brief background and experimental results of the energy depletion of two encoding options (inter and intra video coding) of the Predictive Video Coding (PVC) paradigm. Next, we show how energy depletion of intra coding scheme can be reduced further.

A. PVC Background

Predictive Coding is the basis for most of the renowned video coding standards like MPEG-4 and H.264 [5]. PVC

| Table I: Energy Depletions for Sensor Platforms |
|---|---|
| Cycle Count (nJ) | 1 bit Tx (µJ) |
| Stargate | 2.644 | - |
| TelosB | 1.215 | 4.000 |

\(TX = \text{Transmission};\)

\(^2\) For example, for our Stargate video sensor, the energy required for a single bit transmission is 4µJ whereas the energy consumed during one CPU clock cycle is 2.644nJ.

\(^3\) For \(\text{GOP} = N\), every \(1^\text{st}\) frame is encoded as key frame and the other \(N-1\) as are encoded as WZ frames.
compared to the bit transmission energy (on average 0.03% for inter and 98.51% for intra) of the total energy consumption as depletion constitutes the major portion (on average 99.97% for both inter and intra coding) of the overall energy depletion. In contrast to common belief, for encoding computations and bit transmissions contribute to the video coding. Communication ends are complexity-constrained then intra coding should be used for video compression. Based on these results, it is quite evident that inter coding is not a suitable video coding alternative for low energy sensors. In other words, when both communication ends are complexity-constrained then intra coding should be used for video compression.

Figure 1 (a) and (b) show the percentages in which encoding computations and bit transmissions contribute to the overall energy depletion. In contrast to common belief, for both inter and intra coding, the computational energy depletion constitutes the major portion (on average 99.97% for inter and 98.51% for intra) of the total energy consumption as compared to the bit transmission energy (on average 0.03% for inter and 1.49% for intra), and is thus the dominating factor in determining the overall energy consumption in a video sensor network.

C. PVC Energy Consumption after Improvements

At this point, we have established that intra coding is the better compression option for WSN video communication. However, in the previous subsection, we presented the results of conventional intra coding based on the H.264/AVC encoder [5], [6]. We note that instead of performing intra coding using a video coder, compression can also be performed by a simple and optimized image coding algorithm. Using an image coding algorithm can decrease the complexity of video encoding, thereby reducing energy consumption on the motes. To this end, we now encode the video using the simple Motion JPEG2000 (MJPEG2K) encoder [8].

The energy consumptions of MJPEG2K based intra coding on the Stargate video sensor is shown in Table II. Figure 2 shows the comparative plot of the energy depletions for both H.264 and MJPEG2K based intra coding. We can see that, although H.264 intra coding achieves better compression than MJPEG2K intra coding (see Figure 3), MJPEG2K still saves a significant amount of energy; approximately 47.19mJ/frame of energy for mobile, 46.28mJ/frame for carphone, and 44.61mJ/frame for foreman. H.264 intra coding contains intra prediction and de-blocking filter blocks which achieve a greater degree of compression but at the expense of a higher number of computations. MJPEG2K uses simple image coding techniques and therefore requires significantly lesser complexity and energy consumption.

From Figure 4, we can again observe that, on average, the computational energy depletion constitutes the major portion (72.85%) of the total energy consumption and contribution of the bit transmission energy is still much less in comparison (27.15%). Thus encoding computations are still the dominating factor in determining the overall energy consumption.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>H.264 Inter</th>
<th>H.264 Intra</th>
<th>MJPEG2K Intra</th>
<th>PRISM</th>
<th>PRISM*</th>
<th>Wyner-Ziv encoder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H.264 Key Frames</td>
<td>MJPEG2K Key Frames</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GOP = 2</td>
<td>GOP = 4</td>
<td>GOP = 8</td>
<td>GOP = 2</td>
<td>GOP = 4</td>
<td>GOP = 8</td>
</tr>
<tr>
<td>Mobile</td>
<td>825.20</td>
<td>67.58</td>
<td>20.39</td>
<td>62.67</td>
<td>48.52</td>
<td>42.83</td>
</tr>
<tr>
<td>Carphone</td>
<td>812.44</td>
<td>57.70</td>
<td>11.42</td>
<td>68.41</td>
<td>50.53</td>
<td>35.40</td>
</tr>
<tr>
<td>Foreman</td>
<td>814.55</td>
<td>58.26</td>
<td>13.65</td>
<td>63.71</td>
<td>46.90</td>
<td>36.10</td>
</tr>
</tbody>
</table>
consumption in a video sensor network. This is contrary to the commonly-held belief that higher compression (i.e., fewer bit transmissions) should be achieved at the cost of computations.

IV. ENERGY EFFICIENCY OF DISTRIBUTED VIDEO CODING

In this section, we present a brief background and experimental results of the energy depletion of two encoding options (PRISM and Wyner-Ziv video coding) of the Distributed Video Coding (DVC) paradigm and also show how the energy depletion for both the PRISM and Wyner-Ziv encoders can be reduced further.

A. DVC Background

DVC is a new video coding alternative that employs a lightweight encoder and a complex decoder. Two theoretical results on Distributed Source Coding by Slepian-Wolf [10] and Wyner-Ziv [11] state that, the same rate-distortion performance for joint encoding and decoding of two correlated sources can also be achieved by their separate encoding and joint decoding. Based on these information-theoretic results [10], [11], two practical DVC encoders were proposed in [12]-[16]: namely PRISM [12]-[14] and Wyner-Ziv encoders [15], [16]. Brief description of these codecs follows.

1) PRISM Encoder

The PRISM DVC encoder [12], [13] is shown in Figure 5. The PRISM encoder of [13] divides each frame into spatial blocks and encodes each block separately. For each block, at the pixels level it calculates the squared error between the current block and the co-located block in the previous frame. Based on the value of this square error, it classifies each block as SKIP, INTRA or INTER. If the squared error value of a block is less than the threshold \( T_1 \), this block is not encoded at all. If squared error value is greater than another threshold \( T_2 \), the block is intra encoded through DCT, Quantization and Run-length Huffman coding. The blocks having squared error value between these two thresholds (INTER blocks) are encoded by splitting some of its DCT coefficients on Base Quantization, Syndrome coding, CRC, and Refinement Quantization track and the rest on the INTRA coding track.

2) Wyner-Ziv Encoder

The Wyner-Ziv Video encoder [15], [16] shown in Figure 6 divides the frames of the sequence into two classes: Key frames and Wyner-Ziv (WZ) frames. Key frames are coded using conventional intra-encoding. The WZ frames are encoded using DCT, Quantization and Turbo coding. After the 4x4 DCT of all the blocks of each WZ frame, the corresponding transform coefficients of these blocks are grouped together to form 16 coefficient bands. The quantized symbols \( q_k \) obtained from \( 2^{16} \) level uniform scalar quantization of each coefficient band \( X_k \), are arranged to form \( M_k \) bit-planes. All bit-planes are then encoded through the turbo encoder.

B. DVC Energy Consumption

We now compare the energy consumed by the PRISM and Wyner-Ziv coding schemes. The energy consumptions of both schemes on the Stargate video sensors are shown in TABLE II. Figure 7 shows the plots of the energy depletion of both
PRISM and Wyner-Ziv coding. PRISM coding consumes, approximately, 62.67mJ/frame of energy for mobile, 68.41mJ/frame for carphone, and 63.71mJ/frame for foreman. On the other hand, Wyner-Ziv coding consumes, approximately, 42.83mJ/frame of energy for mobile, 35.40mJ/frame for carphone, and 36.10mJ/frame for foreman.

We can see that, for all of the three sequences, Wyner-Ziv coding has significantly better energy efficiency than PRISM coding. This is because of the classification and two-pass Run-length Huffman coding blocks in PRISM (see Figure 5). The classification block is computationally expensive because it is based on the calculation of squared error of all the pixels in each block. Similarly, the Huffman coding block, builds the Huffman tree in the first pass and then does compression in the second pass. On the other hand the Wyner-Ziv encoder operates on the DCT blocks of the whole WZ frame at the same time.

As expected, the Wyner-Ziv encoder depletes the most amount of energy for mobile and the least amount of energy for the carphone sequence. In Figure 8, we plotted the total energy depletions for the whole 96 frames in order to highlight the distribution of energy depletion among Key and WZ frames of H.264 based Wyner-Ziv encoder with GOP = 2. It is worth to note that, on average, for encoding the same number of frames, key frames consume 7 to 8 times more energy than that of WZ frames. In other words, the most complex block in Wyner-Ziv encoder is the intra coding of key frames.

Another interesting point that is worth mentioning here is that, unlike inter, intra or Wyner-Ziv coding, the energy depletion for the three video sequences is different for the PRISM encoder. The energy depletion decreases as both foreground and background movement in scenes of the sequences increases. Therefore, carphone (only movement in foreground) has the highest energy depletion and mobile (continuous movement in whole scene) has the least energy consumption. This is generally because in a sequence like carphone the classification block, based on the squared error value, marks most of the blocks in a frame as INTER blocks. Since the INTER blocks in PRISM are encoded by splitting their DCT coefficients on both encoding tracks, they contribute more towards the computational energy depletion.

In contrast, for foreman and mobile comparatively less energy is depleted because less blocks are marked as INTER and more blocks are encoded through the DCT, Quantization and Huffman Coding track.

Figure 7: Energy depletion of PRISM and Wyner-Ziv encoding.

Figure 8: Energy depletion of H.264 and MJPEG2K based Wyner-Ziv coding on GOP = 2, 4, 8 for Mobile (M), Carphone (C) and Foreman (F).

C. DVC Energy Consumption after Improvements

Although DVC encoders in general consume less amount of energy as compared to their complex decoders, both of these DVC approaches can be slightly modified to further reduce their energy consumptions.

As discussed previously the most complex blocks in PRISM encoder are: Calculation of Squared Error and Two-pass Run-length Huffman Coding. We can make PRISM more energy efficient by finding the low-complexity workarounds for these blocks. In our modification, labeled as PRISM*, we have calculated the squared error from just 4 pixels (taking 1 pixel from each block corner), and adjusted the thresholds accordingly. This reduces the complexity of squared error calculation by one fourth of the original encoder. It can be seen from Figure 7 that PRISM* saves, approximately, 14.15mJ/frame of energy for mobile, 17.88mJ/frame for carphone and 16.81mJ/frame for foreman.

More energy can be saved by employing a compression scheme which is more computationally efficient than Huffman coding.

Similarly, as discussed above, the most complex block in the Wyner-Ziv coding is the encoding of key frames through conventional intra coding. To save more energy, one option is to encode the key frames via MJPEG2K (as discussed in Section III.C). The second option is not to encode an equal number of key and WZ frames and increase the GOP size; i.e. encode less number of key frames as compared to WZ frames.

This will result in more complexity for WZ block, more number of WZ bits transmissions and decoder complexity to effectively decode each WZ frame from a more distant key frame [15].

The energy consumptions of Wyner-Ziv encoder for GOP sizes of 2, 4 and 8 with their key frames encoded via H.264 intra and MJPEG2K are shown in TABLE II. Figure 8 plots the
total energy consumptions of 96 frames, for all three GOP sizes via both of these key frame encoding options. For the case when key frames are encoded via H.264 intra, the energy consumption for all the three sequences decreases as the GOP size increases. The maximum energy is saved for the case of GOP = 8. MJPEG2K encoding of key frames, in comparison, results in a significant reduction in overall energy consumption. For encoding the same number of frames (GOP = 2), key frames and WA frames consume almost the same amount of energy. Also note that, as the GOP size increases, the amount of energy depletion of WZ frames also increases. Thus for MJPEG2K based Wyner-Ziv encoder, mobile consumes the least energy for GOP = 4 (11.74mJ/frame) while carphone and foreman consume the least energies for GOP = 2 (9.16mJ/frame and foreman 9.69mJ/frame respectively).

Figure 9 (b) and (d) show the energy depletion proportions for PRISM*, MJPEG2K based Wyner-Ziv encoders respectively (GOP = 2). For PRISM*, encoding computations deplete the major portion (89.98%) of the total energy; the bit transmissions deplete 10.02% of the total energy. Comparison of energy depletion values for PRISM and PRISM* verifies that overall energy depletion has been reduced by reducing the computational energy. As highlighted above, the MJPEG2K based Wyner-Ziv coding consumes almost the same energy for all GOP sizes. Therefore, in Figure 9 (d), we present the proportions of computational and transmission energy drains only for the case of GOP = 2. We can observe that, approximately one fourth of the total energy is drained as part of bit transmissions and the rest is consumed as part of encoding computations. Based on the preceding discussion it is quite obvious that DVC encoders also tend to follow the same trend in terms of energy depletion i.e. most of the energy depletion results due to encoding computations, the contribution from bit transmissions is minor in comparison.

V. CONCLUSION

We compared different WSN video encoding schemes in Predictive and Distributed Video Coding paradigms on a Stargate based wireless video platform. For PVC paradigm, our results indicated that inter coding always consumes large amounts of energy, and therefore is not a suitable option for encoding video on low energy sensor motes. Furthermore, our results have shown significant energy savings can be achieved by utilizing Motion JPEG2000 based intra coding rather than H.264 based intra coding. For the DVC paradigm, our evaluation pointed out that the PRISM encoder depletes more energy than the Wyner-Ziv encoder. Finally, we proposed complexity reducing modifications to both DVC encoders which can introduce more energy savings in the DVC encoders. For all the encoding schemes evaluated in this paper, we have established that, contrary to common belief, local computations are the major source of energy drain and not bit transmissions.
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